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ABSTRACT 
Generating realistic 3D human face models and facial anima- 
tions has been a persistent challenge in computer graphics. 
We have developed a system that  constructs textured 3D 
face models from videos with minimal user interaction. Our 
system takes images and video sequences of a face with an 
ordinary video camera. After five manual clicks on two im- 
ages to tell the system where the eye corners, nose top mad 
mouth corners are, the system automatically generates a re- 
alistic looking 3D human head model and the constructed 
model can be animated immediately. A user, with a PC 
and an ordinary camera, can use our system to generate 
his/her face model in a few minutes. We will demonstrate 
the system at the conference. 
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1. INTRODUCTION 
One of the most interesting and difficult problems in com- 

puter graphics is the effortless generation of realistic looking, 
animated human face models. Animated face models are es- 
sential to computer games, film making, online chat, virtual 
presence, video conferencing, etc. So far, the most popu- 
lar commercially available tools have utilized laser scanners. 
Not only are these scanners expensive, the data  are usually 
quite noisy, requiring hand touchup and manual registration 
prior to animating the model. Because inexpensive comput- 
ers and cameras axe widely available, there is great interest 
in producing face models directly from images. In spite of 
progress toward this goal, the available techniques are either 
manually intensive or computationally expensive. 

The goal of our system is to allow an untrained user with a 
PC and an ordinary camera to create and instantly animate 
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F i g u r e  1: S y s t e m  o v e r v i e w  

his/her face model in no more than a few minutes. The user 
interface for the process comprises three simple steps. First, 
the user is instructed to pose for two still images. The user 
is then instructed to turn his/her head horizontally, first 
in one direction and then in the other. Third, the user is 
instructed to identify a few key points in the images. Then 
the system computes the 3D face geometry from the two 
images, and tracks the video sequences to create a complete 
facial texture map by blending frames of the sequence. The 
key observation is that even though it is difficult to extract 
dense 3D facial geometry from two images, it is possible to 
match a sparse set of corners and use them to compute head 
motion and the 3D locations of these corner points. We can 
then fit a linear class of human face geometries to this sparse 
set of reconstructed corners to generate the complete face 
geometry. In this paper, we show that  linear classes of face 
geometries can be used to effectively fi t / interpolate a sparse 
set of 3D reconstructed points. This novel technique is the 
key to quickly generating photorealistic 3D face models with 
minimal user intervention. 

2. SYSTEM OVERVIEW 
Figure 1 outlines the components of our system. The 

equipment include a computer and a video camera. We as- 
sume the intrinsic camera parameters have been calibrated, 
a reasonable assumption given the simplicity of calibration 
procedures [1]. 

The first stage is data  capture. The user takes two images 
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Figure  2: Side by side compar i son  of  
the  original  images  w i th  the  recon-  
s tructed  m o d e l s  of  various people .  

with a small relative head motion, and two video sequences: 
one with head turning to each side. Or alternatively, the 
user can simply turn his/her head from left all the way to 
the right, or vice versa. In that  case, the user needs to select 
two approximately frontal views with head motion of 5 to 
10 degrees, and edit the video into two sequences. In the 
sequel, we call the two images the base images. 

The user then locates 5 markers in each of the two base 
images. The 5 markers correspond to the two inner eye 
corners, nose top, and two mouth corners. 

The next processing stage computes the face mesh geom- 
etry and the head pose with respect to the camera frame 
using the two base images and markers as input. This is 
done through the following steps: ,, 

• Vreprocessing: compute automaticany a mask image 
to locate the approximate area of head motion. 

• Feature matching and motion determination: a ro- 
bust technique based on least-median-squares is used 
to match points of interest and simultaneously deter- 
mine the head motion across images [2]. 

• 3D reconstruction: Matched points are reconstructed 
in 3D space. 

• Fitting: the so-called metrics, i.e., the parameters which 
define the face mesh geometry, are estimated through 
fitting face mesh to 3D reconstructed points and also 
silhouettes. 

The final stage determines the head motions in the video 
sequences, and blends the images to generate a facial texture 
map. 

3. RESULTS 
We have used our system to construct face models for 

various people. Figure 2 shows side-by-side comparisons of 

seven reconstructed models with the real images. The ac- 
companying video shows the animations of these models. In 
all these examples, the video sequences were taken using or- 
dinary video camera in people's offices. No special lighting 
equipment or background was used. After data-capture and 
marking, the computations take between 1 and 2 minutes to 
generate the synthetic textured head. Most of this t ime is 
spent tracking the video sequences. 

For people with hair on the sides or the front of the face, 
our system will sometimes pick up corner points on the hair 
and treat  them as points on the face. The reconstructed 
model may be affected by them. For example, the female 
in Figure ?? has hair on her forehead above her eyebrows. 
Our system treats the points on the hair as normal points 
on the face, thus the forehead of the reconstructed model is 
higher than the real forehead. 

In the animations shown in the accompanying video 1, we 
have automatically cut out the eye regions and inserted sep- 
arate geometries for the eye balls. We scale and translate a 
generic eyeball model. In some cases, the eye textures are 
modified manually by scaling the color channels of a real eye 
image to match the face skin colors. We plan to automate 
this last step shortly. 
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1A 5-minutes video is available at 
ftp://lip.research.microsoft, com/Users/zhang/FaceModeling.mpg 
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