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ABSTRACT
This paper addresses the problem of automatically extracting a set of characteristic feature points from images containing a front view of a human face. These feature points include edge-points of the basic characteristics of a face and are extremely useful for the adaptation of 3D head models and the extraction of Facial Animation Parameters of the Synthetic/Natural Hybrid Coding (SNHC) part of the MPEG4 image coding standard. The proposed method is based on: (a) an initial segmentation of the chrominance image to extract a rough area of the face, (b) post-processing of the extracted area by standard dilation and erosion operators, (c) geometric region splitting within the facial area and (d) detection of the features within their corresponding regions based on their geometrical characteristics.

INTRODUCTION
The segmentation of an image in general and particularly the detection and extraction of facial features are common problems in many image processing applications such as facial recognition, tracking and modeling. In the special case of videoconferencing type applications the detection of the face becomes a simpler task as the programmer is assisted by the knowledge of the scene content.

Acknowledging the individuality and usefulness of such applications the recent image coding standard MPEG4 has provided the framework for efficient coding of the human head and its expressions by means of two specific parameter sets: The Facial Definition Parameters (FDPs) and the Facial Animation Parameters (FAPs). The first describes a set of characteristic feature points on the face while the second provides a set of facial deformation parameters which have been found to be capable of describing any human expression. Having detected the positions of these feature points and calculated the values of the animation parameters, MPEG4 provides a model based coding scheme, which has shown in experimental systems to deliver videoconferencing scenes at bandwidths as low as 10kbps [1]. However, the standard does not provide any means of performing the necessary operations in an image frame in order to detect the position of these feature points and calculate the values of the animation parameters.

In general face detection applications, techniques based on Neural Networks (NN) [4][5], Principal Component Analysis (PCA) [3], or analysis of color distribution [8], have proved to be efficient and reliable. General NN and PCA methods are based on the degree of correlation of the given image with a type of template representation of a face. In this way they manage to detect the presence and position of a face and sometimes even recognize its identity by comparing to a number of images in a given database. More complicated techniques that are based on deformable contours [7], or use of deformable 2D and 3D models [9][10] have also been reported to accurately detect the position and shape of a face. These are based on an initial contour approximation of a face, (either 2D or 3D), which is deformed by the application of specific forces until the desired fitting to the given face has been achieved.

In the current application however, the extraction of facial features is necessary for the adaptation of a generic face model. These features consist of the exact locations of particular points, as outer left eye (which means the outermost/leftmost point of the left eye), inner left eye, leftmost mouth, etc. Therefore, a result in far greater detail is sought than that of detecting a rectangular, ellipsoid area or even the irregular contour containing the face.

SYSTEM DESCRIPTION
This work proposes a method for the automatic extraction of facial feature points by locating the face in the image, partitioning the face in three areas and locating the exact positions of these feature points within these areas based on the knowledge of the geometrical characteristics of the face.

The locating of the facial area (face and naked part of the neck) is based on segmenting the image using a skin color
map followed by post-processing operations to eliminate falsely detected objects, as described in [2]. A connected component-labeling algorithm is employed at the end to reject all but the largest region, as we are certain of the presence of only one face in the scene.

Having located the facial area, the part of the neck is detected and eliminated by searching for the first darkest rectangular area below the present center of the facial area. The edge of the lower chin contour is then extracted by following the most similar in luminance pixels around the detected center of the chin. Geometric methods based on moments are then employed to locate the center of gravity of the remaining face as well as its orientation axes. This information is then utilized to split the face in three regions and detect each feature in the correct region, while requiring each feature’s dimensions to adhere to an expected symmetry within the facial area.

Example results for the common test images Miss America and Foreman are shown in Figure 1.
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