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Abstract

This paper describes an animated conversa-
tional agent called Kare1 which integrates a talk-
ing head interface with a linguistically motivated
human-machine dialogue system. The agent has
a range of nonverbal behaviors, which involve
a mixture of machine vision, computer anima-
tion and natural language processing techniques.
The system’s architecture couples the agent’s non-
verbal communicative processes very tightly to
its model of verbal interaction. We discuss sev-
eral consequences of this architecture, in particu-
lar the ability to use different non-verbal dialogue
management signals when speaking different lan-
guages.

1 Dialogue Management for Ani-
mated Conversational Agents

Over the last few years, computational linguists
have become interested in using animated conver-
sational agents as an interface medium with the
user. Some of this interest centers around lip syn-
chronization in speech synthesis [17, 6, 13]. Other
researchers have developed agents which use non-
verbal methods to realize aspects of the informa-
tion structure and semantics of sentences [4, 5, 9].
Finally, a large number of researchers are inter-
ested in developing agents which participate in di-
alogues. The theoretical frameworks which are de-

1Pronounced as in French carré. Te Karetao is Māori for
‘puppet’. The shortened Kare is also a term of endearment.

veloped for these agents are based around models
of face-to-face interaction, and focus on the non-
verbal expression of turn-taking signals, signals
accompanying dialogue acts and signals helping
to convey propositional information [3], models of
deixis [15] and of gesture [1], combining facial
expressions of differing functions [18], and emo-
tional expression and concealment [7].

In this paper, we describe how a dialogue man-
agement system originally designed purely for
written text was extended to control the behav-
ior of an animated conversational agent. The di-
alogue system is called Te Kaitito2 [14, 8]: it
supports conversation with the user in either En-
glish or Māori, in simple knowledge-authoring
and information-seeking dialogues. The animated
agent is called TalkingHead [13]: it is designed
specifically to produce speech-synchronized ani-
mation, and it is capable of animating multiple
characters using multiple languages.

Our project to link these two systems has high-
lighted two main points. Firstly, we are inter-
ested to what extent the model of discourse and
dialogue developed for the purely linguistic ap-
plication would suffice to generate the animated
agent’s nonverbal behavior. This issue is discussed
in Section 2. Secondly, Te Kaitito can converse in
two different languages: speakers of English and
Māori use different nonverbal conventions, and the
animated agent must be able to reproduce these
differences. These differences are discussed in
Section 3. Section 4 describes our implementation
with some results presented in Section 5.

2Te Kaitito is Māori for ‘the composer’, or ‘the improviser’.
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2 Architecture for the Conversational
Agent

Te Kaitito is a collection of natural lan-
guage processing (NLP) resources for English and
Māori. The system is designed to include a mod-
ule for all of the major tasks involved in the inter-
pretation and generation of linguistic utterances,
including sentence parsing and disambiguation,
anaphora and presupposition resolution, dialogue
management, and the planning and generation of
single- or multiple-sentence responses. For our an-
imated agent, we envisage an architecture in which
Te Kaitito passes the talking head all the relevant
verbal information it needs at key points in this
processing, both during interpretation of the user’s
utterance, during dialogue management, and dur-
ing response generation. We are interested to know
what information the talking head might need in
addition to these messages from Te Kaitito.

There are three kinds of information relevant to
nonlinguistic signals computed by Te Kaitito:

• Incoming dialogue act. When the user
gives Kare an utterance to process, Kare
has to establish what dialogue act the user
is executing. For example, from the con-
versation in Figure 1, Kare recognizes the
following incoming dialogue acts: ASSERT

(lines 1,3,11,13,15,17, and 19), YES/NO-
QUESTION (lines 5, 7, and 9), and WH-
QUESTION (lines 21, 23, and 25). The system
also recognizes errors and generates appro-
priate responses in lines 4 and 6. The recog-
nition of a particular dialogue act, or the reg-
istering of a particular interpretation error, are
likely to have reflexes in nonverbal behavior.

• Context updates resulting from an incoming
dialogue act. For instance, when a QUESTION

is received, the system’s representation of the
dialogue context is updated with a new goal
to answer this question. Again, these updates
could have reflexes in nonverbal behavior.

• Response structure. This is the message
with which the system responds to the user.
It is more than just a piece of text; it is a lin-
guistic object—essentially a piece of syntac-
tic structure. In Te Kaitito, the structure con-
tains the response dialogue act this utterance
constitutes , the language the utterance is in,
and its information structure (which parts
are given and which bits are new, roughly
speaking). For the conversation in Figure 1,

1 User: A big dog chased a black cat
2 Kare: Okay. - ¯ana
3 User: The pimple barked
4 Kare: That makes no sense to me
5 User: Did the aardvark bark
6 Kare: I don’t know. - kaore au i te paku mohio
7 User: Did the cat chase the dog
8 Kare: No - kao
9 User: Did the dog chase the cat
10 Kare: Yes - ae
11 User: A black dog was in a garden
12 Kare: Okay. - ¯ana
13 User: The dog barked
14 Kare: Okay. - ¯ana
15 User: A black dog was in a garden
16 Kare: Okay. - ¯ana
17 User: The dog ate
18 Kare: Which one? - ko tehea
19 User: The big dog ate
20 Kare: Okay. - ¯ana
21 User: What did the dog chase
22 Kare: Which one? - ko tehea
23 User: What did the big dog chase
24 Kare: It was the cat - na te ngeru
25 User: What chased the cat
26 Kare: It was the big dog - na te kuri nui

Figure 1. An example conversation
with Kare. The responses from Kare
are given here in both English and
Māori. However, during a conversa-
tion the system responds in one lan-
guage at a time, but that language can
be changed during the conversation.

the response dialogue act is one of the fol-
lowing: ACKNOWLEDGE (lines 2, 12, 14,
16, and 20), YES-ANSWER (line 10), NO-
ANSWER (line 8), WH-ANSWER (lines 24 and
26), and CLARIFICATION-QUESTION (lines
18, 20, and 22). The response dialogue act
will clearly be important for the nonverbal
signals which accompany the speech. Infor-
mation structure is important to specify the
prosody and the associated nonverbal signals
of the synthesized speech.

What control does the animated agent need apart
from these sources of information? Certainly there
are inputs which would be required if the agent
was operating in an environment in which tasks
other than face-to-face communication were per-
formed (the kind of environments that STEVE [19]
and Rea [3] operate in). But we are thinking about
purely communicative, nonverbal operations. We
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believe that the linguistic information Te Kaitito
already generates, as just outlined, comprises most
of the information the talking head needs.

However, there are additional low-level chan-
nels of face-to-face interaction which we believe
run on a completely different loop: for instance,
postural congruence [20], or congruence of facial
expression. Another plausible independent chan-
nel is one whereby an agent signals to the other
that (s)he is still actively involved in the conver-
sation. This involves orienting roughly towards
the interlocutor. In other words, the talking head
needs to keep track of the user’s position. Note that
the operation of this ‘user-finding’ system does not
mean that the head has to be gazing at the user at
all times; this is precisely one of the things which
will be under the control of the verbal system.

3 Culture-specific Dialogue Conven-
tions

There are some very clear differences in non-
verbal communication conventions between En-
glish and Māori (and other Polynesian languages
for that matter). These have been extensively doc-
umented anecdotally, and are well known as the
source of cross-cultural communication difficul-
ties. In a wide-ranging survey, Metge and Kinloch
[16] describe several differences in non-verbal dia-
logue cues. We will discuss three such differences.

3.1 Nonverbal Signals for Agreement and
Disagreement

Firstly, Polynesian speakers employ some dis-
tinctive signals for agreement, disagreement and
acknowledgment. “[Polynesians] recognise the
nod and headshake as yes and no, but commonly
use other indicators: an upward movement of the
head and/or eyebrows for yes and an unrespon-
sive stare—straight ahead or down at the feet—for
no. These are easily misread [by European New
Zealanders].” [16]

The eyebrow flash for yes, or for acknowl-
edgment dialogue acts, is indeed frequently mis-
read. Eibl-Eibesfeldt [11] and Grammer et al.
[12] confirm that this nonverbal signal has a very
wide range of discourse and interpersonal mean-
ings across cultures throughout the world.

3.2 Verbal/Nonverbal Overloading

It is sometimes possible to convey a message
both verbally and nonverbally. For instance, to an-

swer yes in English, a speaker can either nod, or
say yes, or overload, by doing both. However, the
choice as to which medium to use is also subject
to cultural differences. “[European New Zealan-
ders] usually say yes and no, reinforcing the words
with a nod or a shake of the head. They accept the
words without the action, but regard the actions
without the words as inadequate and rude except
in situations of intimacy. Maori and Samoans on
the other hand frequently dispense with the verbal
forms and rely on gestures only without consider-
ing this rude. ” [16].

3.3 Eye Contact for Managing Dialogue

For American and British English the patterns
of speaker and hearer gaze in dialogue are well
known [10]. When the speaker is talking, (s)he
looks at the hearer intermittently; when (s)he
wishes to cede the conversational floor, (s)he gazes
at the hearer more consistently. The listener gazes
more at the speaker, especially when (s)he wishes
to gain the floor. However, “Maori and Samoans
consider it (. . . ) impolite to look directly at oth-
ers when talking to them. They say that it tends to
put the two concerned into a relationship of con-
flict and confrontation. (. . . ) So they rest their
gaze elsewhere, slightly to one side, on the floor,
ceiling or distant horizon, or they even close their
eyes altogether.” [16].

3.4 A Function for Nonverbal Signals

From the above observations, it makes sense to
think of the appropriate nonverbal signals for an
agent to generate as a function of (at least) the lan-
guage being used and the dialogue act being per-
formed. The following table describes a simple
function approximating Metge and Kinloch’s ob-
servations, and demonstrating the dependence of
the agent’s language of interaction on nonverbal
signals.

Dialog act Lang. Action
Yes English Nod.

Māori Eyebrow flash.
No English Shake head.

Māori Shake head/look at feet.
Speaking English Make eye contact.

Māori Avoid eye contact.
Accept English Nod and/or ‘okay’.
assertion Māori Eyebrow flash or ‘āna’.
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Figure 2. Overview of Kare.

4 Kare Overview

Kare is our implementation of a conversational
agent for human computer interaction using the ar-
chitecture of Figure 2.

The system reacts to spoken discourse using
standard speech recognition techniques. Currently,
we use CMU Sphinx2 [21] in our system and we
only recognize English. However, Māori and En-
glish can be input via the keyboard. The speech
is converted to text and sent to Te Kaitito for pro-
cessing. Te Kaitito first determines the type of di-
alogue act (question, assertion, acknowledgment,
. . . ) and informs the Id module. The Id interfaces
the various parts of the systems together, and gives
Kare it’s personality. The Id sends any appropri-
ate response to TalkingHead, such as furrowing
the brows and looking off in space if a question
is asked. This is done for both Māori and En-
glish. Although there is a cultural reason to pause
to collect one’s thoughts in Māori, and the gesture
of looking away may indicate to the listener that
the speaker is concentrating on finding the answer,
here we use the gesture to hide the delay in the
system for processing.

The Id and Te Kaitito exchange information
that will guide Te Kaitito in generating a response.
It will also eventually use its personality to help
Te Kaitito choose between possible responses. Te
Kaitito then produces an appropriate response, for
instance the answer to a posed question. The re-
sponse is in the form of marked up text that is sent
to TalkingHead for rendering. Note that the text
may contain only nonverbal communication.

The Id controls the agent at a low-level per-
forming tasks such as blinking and eye gaze.
Between conversation acts these actions are per-
formed by the Id without consulting Te Kaitito,
and their purpose is to give life to the agent. Dur-

ing conversation acts, however, these actions may
be overridden or synchronized with nonverbal ges-
tures or speech. For instance, blinks occur auto-
matically to keep the eye moist, but can be con-
trolled consciously when staring intently to show
interest in the speaker’s words or synchronized
with the beginning of words during speech. Some-
times eye gaze is controlled directly by the dia-
logue manager, for instance when forcing eye con-
tact or avoiding eye contact. At other times, the Id
controls the eyes directly, such as when the agent
shakes its head the eyes may remain focused on a
spot during the head shake.

The Id uses vision techniques to determine the
location of the head of the interlocutor/human to
control eye gaze. We use a consumer-grade web-
cam to take an image from the computer’s view-
point and we use the method of Viola and Jones
[22] to locate faces in that image. This involves
training a cascade of AdaBoost classifiers from
a set of positive and negative images. The tech-
nique is appealing because it runs in real-time on
standard PC hardware, and works well in an un-
controlled environment. The performance of the
face detector has been promising, and initial exper-
iments indicate that we can achieve a false positive
rate of between 0.4% to 0.1% while maintaining a
detection rate of greater than 95%. The false posi-
tive rate is still too high for excellent performance,
but it should be adequate for our application under
the right conditions.

TalkingHead [13] is a multi-lingual text-to-
audiovisual-speech system that we use to embody
Kare . TalkingHead takes the text from the Dia-
logue Manager and produces lip-synchronized ani-
mation. The audio is produced using Festival [2], a
freely available, general, multi-lingual speech syn-
thesis system. Facial expressions are generated
from markup tags in the input text (such as (nod),
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a) b)

Figure 3. Kare speaking in a)
Māori and b) English. Notice how
eye contact is avoided by the system
while conversing in Māori, but main-
tained while speaking English.

(blink), etc.), which are associated with words or
phrases. TalkingHead was designed for speech
synchronization and thus has highly deformable
lips and tongue, and is deformed parametrically.
We have modified TalkingHead to produce facial
expressions using the eyes and eyebrows.

5 Results

Kare is able to have a conversation (see Fig-
ure 1) with a user, albeit with a limited vocabu-
lary. It comprehends what the user tells it, and
it is able to answer questions about information
the user has given it. Kare keeps track of the user
with inexpensive hardware and is capable of face-
to-face communication. Figure 3 contains snap-
shots of Kare speaking. When speaking English,
eye contact is maintained with the listener. How-
ever, when speaking Māori, Kare avoids eye con-
tact so as not to display aggression. Eye contact
is avoided by looking down, looking up, or even
closing the eyes; a choice made by the Id.

Figure 4 shows Kare during affirmative
responses to a question. While speaking Māori the
eyebrows are raised to signify a positive response.
While speaking English Kare will nod its head.

Figure 5 shows negative responses to a ques-
tion. For English, the head shakes side to side to
convey a no. For Māori, the system stochastically
chooses between a head shake and looking down-
ward. For Māori, the gestures may also be accom-
panied a vocalized ‘kao’, so that the negative re-
sponse is less likely to be missed.

a) b)

Figure 4. Kare giving affirmative re-
sponses in a) Māori and b) English. In
Māori, the eyebrows are raised, while
in English a nod is given.

a) b)

Figure 5. Kare giving a negative re-
sponse in a) Māori and b) English.
The system speaks ‘no’ while shaking
its head for English. But in Māori the
system chooses to look down while
vocalizing ‘kao’.

6 Summary

Te Kaitito was designed strictly for text input
and output, but because of its architecture it is
quite capable of generating nonverbal behavior for
an animated conversational agent. The generated
nonverbal behavior is based not only on the dia-
logue act but also on the language used. The bilin-
gual capabilities of both the dialogue system and
the facial animation system allow for a believable
conversation agent that shows potential for use in
many applications such as teaching language.

Kare show great promise but it is still in its in-
fancy. To be a truly immersive experience the sys-
tem requires further work. The vocabulary of Te
Kaitito is rather small and one gets tired of dis-
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cussing such a small number of nouns. Also, Talk-
ingHead currently is just a disembodied head. A
character with a full body would be a better ex-
perience. The speech recognition currently only
understands English. To act as a bilingual teacher,
Kare should also understand Māori. As well, ad-
vanced audio processing may allow the system to
teach pronunciation. The eyes of Kare are also
quite simple, only seeing where the user is located.
If the eyes could recognize faces, hand gestures,
facial expressions and emotion, and eye gaze of
the user a far superior system would result.
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