Estimation of the Mouth Features Using Deformable Templates
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Abstract

Automatic estimation of mouth features is one of the important topics for face recognition and model–based coding of videophone sequences. In this contribution, an automatic mouth feature estimation algorithm which uses deformable templates is developed. Here, the mouth features are represented by the corner points of the mouth as well as the so called lip outline parameters. The lip outline parameters describe the opening of the mouth and the thickness of the lips. Compared to previous works, simplified cost functions are introduced. Furthermore, an algorithm for automatic determination of whether the mouth is open or closed is developed. Experimental results obtained with typical videophone sequence are given to evaluate the performance of the proposed algorithm. It is shown that in about 37% of the images the mouth features could be automatically estimated, which can be used e.g. for improving face modelling in a model–based coder.

1. Introduction

Face recognition [2] and model–based coding of videophone sequences [1][3][4] require the automatic estimation of facial features. Several approaches to this problem have been published. Overviews can be found in [2][7]. For the estimation of mouth features, deformable template matching as proposed in [8] has been frequently applied [5][6]. A deformable mouth template is matched to the person’s mouth by minimizing cost functions. There are two problems associated with this approach: (1) The cost functions to be minimized for finding a good match are complex, e.g. the mouth template matching for a closed mouth needs 7 weighting factors. The minimization is performed in several steps, and some of the weighting factors have different values in different steps[5]; (2) The selection of an appropriate mouth template, i.e. a closed or an open mouth template, is done manually.

In order to overcome these problems, a new algorithm for automatic estimation of the mouth features of a human face in a head–and–shoulder videophone sequence is proposed. The features of the mouth are described by a mouth–closed and a mouth–open deformable template consisting of three or four parabolas \( y_i \), respectively (Fig. 1). The mouth features are represented by the mouth corner points and the so called lip outline parameters (\( C_i^m \) for a closed mouth and \( O_i^m \) for an open mouth). The lip outline parameters denote the opening of the mouth and the thickness of the lips.

In the proposed algorithm, these parameters are estimated in two steps. The first step estimates the corner points of the mouth as described in [9]. The second step, which is dealt with in this contribution, utilizes these estimated corner points of the mouth for performing deformable template matching, by which the lip outline parameters are estimated keeping the corner points fixed.
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(a) Mouth–closed deformable template
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(b) Mouth–open deformable template

Fig. 1 The parameterized deformable templates. \( W_i^m \) and \( W_o^m \) are the mouth corner points. \( C_i^m \) (i=1,2,3) and \( O_i^m \) (i=1,2,3,4) are the lip outline parameters.
This contribution is organized as follows: after the introduction, the algorithm for estimating the lip outline parameters is described. Section 3 gives experimental results obtained with test sequence Miss America (CIF, 10 Hz). Conclusions can be found in Section 4.

2. Estimation of the lip outline parameters

The lip outline parameter estimator consists of four parts, namely: (i) the estimation of the candidates for the lip outline parameters, (ii) the determination of whether the mouth is open or closed, (iii) the deformable template matching, and (iv) the verification of the estimated lip outline parameters. In the next subsections, the elements of this estimator will be addressed. Here, the input image is supposed to be provided in a (Y, Cb, Cr) color space. In the following, m denotes mouth and l and u denote the lower and upper lip, respectively.

Candidates for the lip outline parameters

The estimation of the candidates for the lip outline parameters consists of two parts, namely the detection of the contours within the mouth region and the selection of the candidates for the lip outline parameters.

The contours within the mouth region are detected by first using a morphological edge detector, then binarizing and thinning. For this, only the Y component of the image is used.

For the selection of the candidates, a perpendicular bisection of the line $l^m$ which connects the mouth corner points intersects the contours within the extracted mouth region at some points (Fig. 2). The intersection points which lie above the line $l^m$ up to $0.3L^m$ are denoted as $P^m_i$ ($i = 1, ..., N^m$) and the intersection points which lie below the line $l^m$ up to $0.5L^m$ as $P^m_j$ ($j = 1, ..., N^m$), whereby it is considered that the lower lip has larger movement than the upper lip and $L^m$ is the width of the mouth. The distances from the intersection points $P^m_i$ and $P^m_j$ to the line $l^m$ are taken as the candidates for the upper and lower lip outline parameters within the mouth region, respectively.

Determination of whether the mouth is closed or open

After the candidates for the lip outline parameters have been estimated, the lip outline parameters can be determined from these estimated candidates. Because there are two deformable mouth templates, an open mouth template and a closed mouth template, the situation whether the mouth is open or closed has to be determined first. If from the candidates for the upper and lower lip outline parameters described above there is only one candidate for the lower lip outline parameter, i.e. $N^m_l = 1$, $N^m_u = 2$, or only one candidate for the upper lip outline parameter, i.e. $N^m_l = 2$, $N^m_u = 1$, the mouth is assumed to be closed (Fig. 2a). In case that there are at least two candidates for both the upper and the lower lip outline parameters, i.e. $N^m_l \geq 2$, $N^m_u \geq 2$, the mouth is assumed to be open (Fig. 2b). In other cases, the lip outline parameters can not be estimated.

Deformable template matching

After it has been determined whether the mouth is open or closed, deformable template matching can be performed to select the upper and lower lip outline parameters from the

Fig. 2 Candidates for the lip outline parameters and determination of whether the mouth is closed or open, (a) the mouth is closed; (b) the mouth is open.
estimated candidates. For this purpose, different cost functions are proposed for an open and a closed mouth.

The mouth–open cost function

The cost function for an open mouth \( f^o_o \) is defined as:

\[
f^o_o = (k_1 f_1 + k_2 f_2 + k_3 f_3) \rightarrow \text{MIN} \tag{1}
\]

with \( f_1 \) being

\[
f_1 = -\sum_{i=1}^{3} \frac{1}{L_{y_i}} \int_{Y_{y_i}} E_i(X)ds . \tag{2}
\]

where \( E_i \) is the edge strength extracted from the Y component of the image using a morphological edge detector, \( L_{y_i} (i = 1, 2, 3, 4) \) are the lengths of the parabolas (Fig. 1b), so that \( f_1 \) is the average of the edge strength over \( L_{y_i} (i = 1, 2, 3, 4) \), \( f_2 \) being

\[
f_2 = -|m_{A^{u}_n} - m_{A^{l}_n}| - |m_{A^{l}_n} - m_{A^{u}_n}| + \sigma_{A^{u}_n} + \sigma_{A^{l}_n} + \sigma_{A^{l}_n} \tag{3}
\]

and \( f_3 \) being

\[
f_3 = |\sigma_{A^{u}_n} - \sigma_{A^{l}_n}| + |\sigma_{A^{l}_n} - \sigma_{A^{u}_n}| + |\sigma_{A^{l}_n} - \sigma_{A^{l}_n}| \tag{4}
\]

where \( m_{A^{u}_n}, m_{A^{l}_n}, m_{A^{l}_n} \) and \( \sigma_{A^{u}_n}^2, \sigma_{A^{l}_n}^2, \sigma_{A^{l}_n}^2 \) are the means and the variances of the \( C \) component in the regions of the upper lip \( A^{u}_n \), the lower lip \( A^{l}_n \) and in the region between the lips \( A^{l}_n \) (Fig. 1b), respectively. Since the teeth and the rest between the lips have very different values in the Y component but not in the \( C \) component, the \( C \) component is used here for evaluation rather than the Y component. Coefficients \( k_i (i = 1, 2, 3) \) are the weighting factors which were set to 1 in the experiments. The term \( f_2 \) considers that the regions \( A^{u}_n, A^{l}_n \) and \( A^{l}_n \) have different \( C \) values but inside each region there are almost no differences of the \( C \) value. The term \( f_3 \) considers that the variance of the camera noise is the same in all regions. Now, the upper lip outline parameters \( (O^{u}_n, O^{l}_n) \) are selected from the candidates denoted \( P^o_i \) \((i = 1, \ldots, N^o)\) with \( N^o \geq 2 \) and the lower lip outline parameters \( (O^{l}_n, O^{l}_n) \) from the candidates denoted \( P^l_j \) \((j = 1, \ldots, N^l)\) with \( N^l \geq 2 \). For each possible combination \( (O^{u}_n, O^{u}_n, O^{l}_n, O^{l}_n) \), \( f^o_o \) is calculated. That combination of \( (O^{u}_n, O^{l}_n, O^{l}_n, O^{l}_n) \) with the minimum value of \( f^o_o \) is selected as the lip outline parameters of the open mouth.

The mouth–closed cost function

The cost function for a closed mouth is defined as

\[
f^o_o = (k_1 f_1 + k_2 f_2 + k_3 f_3) \rightarrow \text{MIN} \tag{5}
\]

with \( f_1 \) being

\[
f_1 = -\sum_{i=1}^{3} \frac{1}{L_{y_i}} \int_{Y_{y_i}} E_i(X)ds . \tag{6}
\]

where \( L_{y_i} (i = 1, 2, 3) \) are the lengths of the parabolas (Fig. 1a), \( f_2 \) being

\[
f_2 = |m_{A^{u}_n} - m_{A^{l}_n}| + \sigma_{A^{u}_n} + \sigma_{A^{l}_n} \tag{7}
\]

and \( f_3 \) being

\[
f_3 = |\sigma_{A^{u}_n} - \sigma_{A^{l}_n}| \tag{8}
\]

Coefficients \( k_i (i = 1, 2, 3) \) are the weighting factors which were set to 1 in the experiments. Lip outline parameters \( (C^{u}_n, C^{c}_n, C^{l}_n) \) are selected from the candidates \( P^o_i \) and \( P^l_j \). For each possible combination \( (C^{u}_n, C^{c}_n, C^{l}_n) \), \( f^o_o \) is calculated. That combination of \( (C^{u}_n, C^{c}_n, C^{l}_n) \) with the minimum value of \( f^o_o \) is selected as the lip outline parameters of the closed mouth.

Verification of the estimated lip outline parameters

After the lip outline parameters have been estimated, they have to be verified. Different criteria are exploited for an open or a closed mouth.

The mouth–open criterion

For an open mouth, the estimated lip outline parameters must satisfy

\[
|O^{u}_n - O^{l}_n| \leq |O^{u}_n - O^{l}_n| . \tag{9}
\]

\[
m_{A^{u}_n} < m_{A^{l}_n} , \quad m_{A^{u}_n} < m_{A^{l}_n} , \tag{10}
\]

where \( m_{A^{u}_n}, m_{A^{l}_n} \) and \( m_{A^{l}_n} \) are the means of the \( C \) component in the regions of the upper lip \( A^{u}_n \), the lower lip \( A^{l}_n \) and in the region between the lips \( A^{l}_n \) (Fig. 1a), respectively. Ineq. (9) denotes that the upper lip can not be thicker than the lower lip, while Ineq. (10) stands for the fact that the red component within either lip is more intense than within the region between the lips.

The mouth–closed criterion

For a closed mouth, the estimated lip outline parameters must satisfy

\[
|C^{u}_n - C^{c}_n| \leq |C^{u}_n - C^{c}_n| , \tag{11}
\]

\[
|m_{A^{u}_n} - m_{A^{l}_n}| \leq T . \tag{12}
\]

where \( m_{A^{u}_n} \) and \( m_{A^{l}_n} \) are the means of the \( C \) component in the regions of the upper lip \( A^{u}_n \) and the lower lip \( A^{l}_n \) (Fig. 1a), respectively.
respectively. In the experiments, threshold $T$ is set to 1. Ineq. (11) denotes that the upper lip can not be thicker than the lower lip, while Ineq. (12) expresses that the two lips should be almost equally red. Ineq. (10) cannot be used for an open mouth because of the different reflections of the upper and the lower lip. If the estimated values do not pass the verification, they are rejected.

3. Experimental results

For testing the performance of the proposed algorithm, it has been applied to a videophone sequence Miss America with a spatial resolution corresponding to CIF and a frame rate of 10Hz. In about 37% of all frames (18 frames from 49 frames) the mouth features have been automatically estimated by the proposed algorithm. Fig. 3 shows the results obtained with the proposed algorithm. The decision between a closed and an open mouth and the estimation of the lip outline parameter is carried out automatically. In one frame from 18 frames an open mouth has been estimated closed (the last frame in the second line in Fig.3).

4. Conclusions

This contribution presents an algorithm for automatic estimation of mouth features. In contrast to [5][8], the cost functions have been simplified where the number of the weighting factors for the mouth templates has been reduced to 3. The values of all 3 weighting factors could simply be set to 1. Finally, geometrical criteria are exploited to verify the estimated lip outline parameters. It is shown that in a typical videophone sequence, in about 37% of the images the mouth features could be automatically estimated, which can be used e.g. for improving face modelling in a model–based coder[10].
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