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Abstract In this paper, we propose a facial modeling@. Lip-synch effect and Phonetics

technique based on the MPEG-4 Synthetic/Natural Hybriche segmenting type can be syllable, intonational phrase
Coding for automating frame sequence generation ofoaphonetics. Since human speech of any language can be
talking head.  With the definition and animatiordecomposed into their shortest representative phonetics
parameters on a generic face object, the shape, textugels as shown in Fig.2, and thus lip/facial synchronization
and expressions of an adapted frontal face can generabyn be achieved. By using US English as our custom-
be controlled and synchronized by the phonem#sade rule-based text-to-phoneme (RB-TTP) transcription
transcribed from plain text. By this developed faciangine [10], the plain text will be transcribed into
modeling technique, it increases the intelligibility of awrthographic phonetic symbols, listed in Table 1,
non-verbal facial communication for potential audiovisuaccording to International Phonetics Alphabets
lip-synch application on news reporting, lip-reading fo(lPA)/SAMPA computer readable phonetic alphabet.
the hearing-impaired or the deaf, virtual meeting througbome phonemic descriptions are associated with more

internet, and Story Teller on Demand (STOD). than one viseme called diphthongs - i.e. shorter duration
. at the beginning of the utterance and longer at the end,
1. Introduction e.g. /AY/, IAW/, |OY].

A facial animation system, regardless of the type of

character, extremely realistic or cartoon-like, is able t The Face Object

animate the desired facial motion as well as to reuse f@er generic wireframe facial model with a neutral
animation and expression libraries. The most impressiegpression shown in Fig.3(a) is based on the frontal
facial modeling is to extract the realistic canonical facigrojection of modified CANDIDE 3-D wireframe model
model by a 3-D scanner, which results in higklescription [7,8]. This extended 2-D triangulated mesh
computational load during facial animation, textureonsists of 144 trizgular polygons and 85 vertices which
mapping and rendering for the 3-D polygons [3]¢an sufficient for representing the 2-D frontal human face,
especially for B-Spline Modeling [9]. This highly timeas shown in Fig.3(b), as well as cartoon-like character.
consuming 3-D rendering is not suitable for real-time

interactive MPEG-4 system. Therefore, the system $sl Facial Definition/Animation Parameters

designed in two-dimensional space with triangular medf® FDP set is used to describe the different features
model on a multimedia PC platform. Our facial modelin§Mong various face objects. The complete face models of
technique can be regarded as 2-D Synthetic/Natufal Selected frontal view speaker can be obtained by
Hybrid Coding (SNHC) [1,2] with frames generated maskmg_ (facial adqptatlon) [8_]. For tr_\e facial animation,
from visemes that are synchronized by phonemes. expressions, emotions and lip co-articulation for speech
The coming MPEG-4 standard involves the combinatigiyonunciation, there are viseme parameters chosen from a
of natural and synthetic data, both for video and audio.S§gt Of visemes. Table2 shows 18 visem&pl —
allows freedom of interactivity with the individual ViSéme_select (6bifsjor classifying the mostly used 40
objects, such as combining a synthetic talking head ont&’& PA/SAMPA phonemes, as shown in Table 2. The
prior known stationary scene of conference room, rathég€mes can also be regarded as the Associated Facial
than at the level of the composite video frames. Figfetion Units (AFAUs) corresponding to the phonemic
shows the main idea how the MPEG-4 SNHC systeRfonunciation [4—6]._ There are some random facial
works. It supports different figuages, segmenting type eXPressions for making the speak_er face much more alive
segment duration, amplitude contour and pitch of tfd more pleasant other than visemes. For examples,
chosen face object. Users can generate their desiRdfiking the eyes and raising the eyebrows. Besides
talking face objects to be displayed on other hosts througiéme parametersfapl), there are facial expression
internet during the virtual meeting (by transmitting Facidtarameters fgp2  —  expression_select(4bits) ~ +
Definition Parameters(FDP)/Facial Animation ParametefXPression_intensity (4bijsfor facial expression, like
(FAP)/phonemic parameters at phrase A). Besides, Q¥ Sadness, anger, fear, disgust and surprise, in a range
SNHC system can produce video clips with the talkingf intensity I.evels. Other expressions, like excited, tense
head as TV news production and STOD for broadcastiﬁ@d sarcastic, can also be added in future to a maximum
by either transmitting the required parameters or theimber of 16. A neutral face is a result of 0 intensity

most exaggerated expression, as shown in Fig.4.



4. Methodologies Global: An affine transformation can also be found by
The transcribed phonemes will be used to generate there than three pairs of triangular vertices with the least-
corresponding speech and to synchronize with tlsguares method [12]. Thus, for frame
corresponding visemes at the current selected expressigr® [ Top _, F Dthrough a global affine transform
Once the key frames is generated, the frame sequence will .

. - with parameters & b, ¢, d, e,)f where frame
be produced by undergoing temporal bilinear A _
interpolation on the visemes for the in-between frames &° ={P°,P;,....Py}andp® = (x°,y?) for i = 1 toN.
tweens, digital image wrapping technique on thehus, we have each transformed verteypds= P°T,,
synthesized tweens’ meshes and finally texture mapping '

from the original frontal face object. (x°,y°) = (¢, yis)ﬁ ;% E‘:% (Eq.5)

4.1 Temporal Bilinear Interpolation .
We assume NTSC frame rate (30fps) for animation a@da matrix form of vertex from 1 t,

there is no acceleration between the correspondin S < 0 B(lD O
vertices. Thus, we can apply a linear estimation by Equ! yy, 0 0 1 15 g O,0
for estimating the i-th vertex of the j-th tweey) from the DO 0 X15 ys 1 1 O 0
vertex of the starting framesiG) stepping forwards with ! o o- 0
equal temporal step size to the corresponding vertex in t%i oK =0 0O Ea6
final frame €st). ¢ yS 0 0 11 o0 -DE (Eq.6)
t _ S E{n+1—j)+dsti[|j s s 0 %(N
i = , Eq1 Ho o x$ yS 1 1Hl O OO
I n+1 5 D/'E" B

Y<Vh dei:r?gngi{o Ir:11a IFSZ’ éé,nga}r,\(;l-?e\r/teeiXPIS Ef X1 P ;K](Ionf In order to give a more refined fit to somatic contours of
P S0 T e N the actual face and also to alleviate the global

our system, n = number of frames between 2 key fram%i%‘formation, we use local affine mapping for every pair of

K=2-D system, N =85.) triangles between pair of frames in our developed system.

4.2 Digital Image Wrapping 2. Texture Mapping

é'olrrrlﬁge ﬁrea;gp\;\z%;otr?emgg%r; wrianale on a trian ule-trrhe 6-para affine matrix can then be used to transform
D 9 angullach pixel together with the color textural information to
mesh will be under the same transform of the triangul

vertices to that of the next frame. In order to preserve %rfat of the next frame. A remedy method, called
: Co ' . P - Neighborhood Spatial Averaging Techniqu¢SAT), for
the textural information in consecutive frames, affin

transformation [11] is estimated from the adapted F e defects of holes when smaller triangle mapped to

. . “larger triangle in the discrete Cartesian System is
face model (the original frontal face object) together W'tproposed. By applying a 2-D averaging filter (3x3 or/and

textural dental information to the tweens. There are tV%:%(S) at the null color pixel, the null colored pixel will be

types of estimation - local and global af-fmereplaced by the average/filtered color value (e.g., R,G,B)

transformation. The local transform is estimated by ever its neighborhoods. However, for a suffered region with

pair of cor.respo_nding triangular vertices while the glOb?n re than one null pixel within the window size, we can
transform is estimated by least-square method betweely 2arge the window to 5x5 for increasing the candidates.

en
frames. After 5x5 filtering, the 3x3 average filter can be applied

Local For frame F° OF - F® through affine to the remained null color pixel. (Other filters such as
m—;\ppingTAi Where framd~ S:{ ASO,A?___,AZ 1 lowpass or interleaving for smoothing the suffered region
can also be applied.)

AY = (AXiD Ay P, L): AST, (Eq.2) 5. Application and Results
By using a high quality of phoneme-to-speech synthesizer
for producing the speech, text-driven lip-synch

o S s Ea c o0 application can be easily developed. Our first attempted
A =(A>§ A ,L):b d 05 (Ed.3) application is for Digital TV news production. Results
EP f 1E should be focused on the lip synchronization of the

talking head under the hybrid synthetic and natural
where AX" = (X1, X2, %a)', AY"=(Yi, Vi, Yis)' for m composition, and hence it is desirably tested under the
being sourced) or destinatior) frame,L = (1 1 17, and human perception on the video playback. Fig.5 shows a

i = 1 to Gth triangle(G=144). Thus, the 6—parametric°‘yntheSized digital frames sequence in NTSC standard
affine transform can be determined asl with input text “Welcome to here”. Each frame last for

S\ o about 33.33ms for each temporal facial expression. The
T, = (Ai ) LA, (Eq.4) amounts of lips’ opening and mouth shape of each frame
| represent the corresponding facial motion for the
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potential application can also be implemented as virtu
conferencing. If the FAPs and phonetic parameters ea e e | e
occupy 2kbps bandwidth, totally 4kbps, a 56Kbps modep— o | S [ T [l ] i
can afford 13 persons and the user to have a virtual te i [ N
driven conferencing for the 14 users simultaneously. :;, | |
Besides, a phonemic recognition from human speech, as
shown in Fig.1, can substitute the text-to-phoneme engine,

the real clean speech can be coded by existing very l@wb: m«

instead of

Text-to-phoneme
Transcription Engine

Face Definition/ unit

Facial Textural Information I I

Phonemic Segmentation

—» » [
and Recognition Engine honemic Parameters

bit-rate speech coder (<2kbps or 1.6kbps), like CELPC or™ Firieed
HELPC. The phonetic parameters and the FAPs are
transmitted to the other hosts and used to synchronize Fig.1 Block diagram of SNHC system
decoded speech for the virtual conferencing.
) Phoneme Example IPA Description
6. Conclusion COP
An SNHC for facial modeling on the frontal face objectp pin Voiceless bilabial plosive
using two dimensional triangulation mesh model farb bin Voiced bilabial plosive
automating frame sequence generation has been proposéd. tin . go'lce'elss ?}I'Veo'af plosive
. . L . ol meter alveolar flap
This prowd_es an efficient representation and com_po_sm o dig Voiced alveolar plosive
of synthetically and naturally generated audiovisugi kin Voiceless velar plosive
information. It can also be used to develop real-timey give Voiced velar plosive
interactive applications. The rules for RB-TTP engineCoA
and that for visemes or AFAUs always need furtheiCH=t+SH chin Voiceless alveolar affricate
developed and tuned since they play the main role of ligH=d+ZH edge Voiced alveolar affricate
synchronization as well as visual prosody. The conte “fgo': — —
based interactivity with combination of synthetic an or Voiceless labiodental fricative
. . R vat Voiced labiodental fricative
natural _elements is als_o an ad<_j|t|0nal feature that gy thin Voiceless dental fricative
needed in SNHC, in conjunction with our current researCibH this Voiced dental fricative
direction on the MPEG-4 system as well as on the SNHGE sin Voiceless alveolar fricative
with 3-D human head and body animation. z zing Voiced alveolar fricative
SH shin Voiceless postalveolar fricative
ZH azure Voiced postalveolar fricative
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Table 1. The mostly used 40 U.S. phonemes



Consonants (24)

Obstruents (17)

Sonorants (7)

Fricatives
[COF] (9)

Liquids
[CsL] (2)

Plosives
[COP] (6)
Affricates
[COA] (2)

Nasals
(CSN] (3)

Semi-vowel
glides[CSG] (2)

Vowels (22)

Additional Explicit
Phonemes (2)

(b)
Fig.3 (a) Generic Face Model (b) FDPs on frontal face l

Checked
Vowels[VC] (6)

Short Central
Vowels[VS] (1)
Free Vowels
[Mono- & Di-
phthongs]
[VF] (13]

Indeterminable
Free Vowels(2)
Glottal Stop (1)

Voiceless Velar
Fricatives (1)

Fig.2 Classification of US Phonetics

T

ot Viseme=1 Viseme=10
Ipl, bl IAA/, IAH/.
Iml.

o] Viseme=2 ook Visemell
11, IvI. IEH/, IAE/,

IEY/, IHH/.

Tk Viseme=3 W] Viseme=12
/TH/, /H/, NY].
/DH/.

A g Viseme=4 N i Viseme=13
i, 1dl, Iyl /OWI.

D Viseme=5 | Viseme=14
IKI, Igl. JUH/.

S Viseme=6 | Viseme=15
ICH/,/13H/, JUWI/.
ISH/,IZH/

T Viseme=7 | Viseme=16
Isl, 1z]. JAX].

i i Viseme=8 A Viseme=17
n/, NN, /IER/.
INX/.

[t | Viseme=9 L Viseme=18
Irl, Iwl. IAQ/.

Table 2. 18 Visemes correspond to the mostly used 40
phonemes (24 consonants + 13 vowels + 3 diphthongs)

, &

(a) Joy

29

(c) Anger
Fig.4 Facial Expression

f#1 (start)

|

#5 [EH/ (2/4)

e

9 /k/ (1/1)

|

#13 /m/ (1/1)

|

17 JUH/(2/5)

e

f#21 [HH/ (1/1)

|

25 /1Y/ (414)

Fig.5 Synthesized lip-synch image sequence saying “Welcome to

(b) Sadness

(d) Surprise

D
D
D

2 Il (1/2) 3w/ (2/2) f#4/EH/ (1/4)

D
D
D

#6 /EH/ (3/4) %7 [EH/ (4/4) 8 I/ (1/1)

D
D
D

#10/AX/(1/3) #11/AX/(2/3) #12 IAX/ (3/3)

D

|

D

f#14 t/(1/2) #15 [t/(2/2) 16 JUH/(1/5)

D
D
D

#18 /UH/(3/5) f#19 /UH/(4/5) #20 /UH/ (5/5)

|

24 1Y/ (3/4)

2 2

422 1Y/ (1/4) 23 1Y/ (214)

D
D

1426 It/ (1/2) 27 Itl (2/2)

here” with phonemes /WEHIKAXm/ /tUH/ /HHIYT/



