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Abstract—The emerging MPEG-4 standard specifies an object- project, known as MPEG-4. MPEG-4 is the first audiovisual
based audiovisual representation framework, integrating both representation standard modeling an audiovisual scene as a
natural and synthetic content. Tools supporting three-dimensional 1y sition of audiovisual objects with specific characteristics

facial animation will be standardized for the first time. To support . . . .
facial animation decoders with different degrees of complexity, &nd Pehavior, notably, in space and time [1], [2]. The object

MPEG-4 uses a profiling strategy, which foresees the specification cCOmposition approach allows MPEG-4 to support new func-
of object types, profiles, and levels adequate to the various tionalities, such as content-based interaction and manipulation,
relevant application classes. This paper first gives an overview g5 well as improvements to already available functionalities,

of the MPEG-4 facial animation technology. Subsequently, the o,y 5q coding efficiency and error resilience, by using for
paper describes the Instituto Superior Tecnico implementation

of an MPEG-4 facial animation system, then briefly evaluates the €ach type of data the most adequate coding technology [2].
performance of the various tools standardized, using the MPEG-4  One of the most exciting and powerful consequences of
test material. the object-based approach is the integration of natural and
Index Terms—Audiovisual objects, facial animation, MPEG-4. Synthetic content. Until now, the natural and synthetic audio-
visual worlds have evolved quite in parallel. The MPEG-4
representation approach allows the composition of natural and
synthetic data in the same scene, unifying the two separate,
but complementary, worlds. This unification allows MPEG-4
HE FAST evolution of digital technology in the lastio efficiently represent natural as well as synthetic visual
decade has deeply transformed the way by which infogiata, without undue translations like the conversion to pixel-
mation, notably visual information, is generated, processashsed representations of synthetic models. Another powerful
transmitted, stored, and consumed. Nowadays, more and M@isequence of this strategy is that the conversion to the pixel
applications include visual information, and the user is becognd audio sample domains of a composition of various natural
ing more and more interactive in his relationship with visuglng synthetic objects is deferred to the receiving terminal,

information. With the digital revolution, it became possiblghere |ocally specified user controls and viewing/listening
to further exploit a well-known concept: the more that igqyngitions may determine the final content.

known about the content, the better can be its representationyy fyifill the objectives proposed, notably in the area

processing, etc., in terms of efficiency, efficacy, and alloweg synthetic content, MPEG created a new subgroup called
functionalities. In fact, in the world of natural visual dat%ynthetic and Natural Hybrid Coding (SNHC), which had the
(video), strong limitations result from the way by which videqagk of addressing the issues related to synthetic data, notably,
data are acquired and subsequently represented, the so-caligthsentation and synchronization. After a long collaborative
frame-based representation. This video data model is the b‘?ﬁl‘?cess MPEG-4 Version 1 reached. in October 1998. final
of all the analog and digital video representation standargS,g international standard (FDIS) status, which is the very
available todgy, namel;/, PAL, SECAM, NTSC, H.261, H263,; stage of an ISO international standard (IS), including tech-
MPEG-1, an MPEG- s nology that is fully mature and deeply tested. The SNHC topics
Recogmzmg that audloylsual conten't should be represen“elgt found their way into the MPEG-4 systems [3], visual
using a fra_\mework t.ha.‘t is able tq give the user-as ma X], and audio [5] final draft international standards are three-
real-world-like capabilities as pos§|ble, the Moving Pictur imensional (3-D) facial animation, wavelet texture coding,
Experts Group (MPEG) decided in 1993 to launch a NeWesh coding with texture mapping, media integration of text
and graphics, text-to-speech synthesis (TTS), and structured
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1 by including new tools, providing additional functionalities 2) facial animation data associated with 3-D facial objects;
such as body animation. Each stage of MPEG-4 Version 23) scene description information addressing the spatio-

is foreseen to happen about one year after the corresponding’ temporal positioning of the media objects in a scene
stage for Version 1. as well as user interaction;

Among the technologies to be standardized in MPEG-4 . . . -
Version 1 and developed in the SNHC subgroup, 3-D facial 4) obJ_ec_t co_ntent |nf_ormat|on (OCI) providing te>_<tua| de_—
scriptive information about the events associated with

animation assumes a special relevance since the use of 3-D the scene and the individual objects:
model-based coding applied to human facial models may '
bring significant advantages, notably for critical bandwidth 5) Object descriptors, mainly describing the type of content
conditions. The standardization of the parts of this technology, " €ach individual elementary stream.
essential to guarantee interoperability, may significantly ac-While at the sending side the several elementary streams
celerate the deployment of applications using synthetic humassociated with the various objects are multiplexed together,
heads, which represent real or fictitious humans. The animati@irihe receiving side the elementary streams are demultiplexed,
of 3-D facial models requires animation data, which matpe various media objects are decoded, and the scene is
be synthetically generated or extracted by analysis from remimposed using the scene-description information. This scene-
faces, depending on the application. Analysis is usually a coffgscription information is at the heart of the MPEG-4 vision
plex task with precise constraints, which strongly depend @md thus at the core of most of the new functionalities that
the application conditions. As a consequence, analysis mayMBEG-4 can provide. In MPEG-4, the description of the scene
real-time or off-line, fully automatic or human guided. Whildollows a hierarchical structure, which can be represented by
videotelephony-like applications typically require real-tim@ graph, the scene graph. Each node of the graph is a scene
and fully automatic facial analysis, storytelling applicationgbject, and thus a 3-D face object will also be a node in the
may allow off-line, human-guided analysis. Other applicationsgene graph. The graph structure is not static, which means
such as teleshopping and gaming, may not even need &gt relationships can dynamically change and nodes can be
analysis at all since there may be no intention to reprodugdded or deleted. The objects can be located in a 2-D or 3-D
a real face but just to create an entertaining face, which magace.
be accomplished by means of a facial animation editor. The architecture described above requires MPEG-4 to ad-
Besides giving an overview of the MPEG-4 facial animatiofress not only the coding of the raw audiovisual data, and
technology, this paper describes the implementation of tkee facial animation data, but also the coding of the scene
MPEG-4 facial animation system developed at the Institutescription information. The scene description coding format,
Superior Ecnico (IST), Universidadeé&cnica de Lisboa. The specified by MPEG-4, is known as the binary format for scene
system follows the MPEG-4 visual and systems FDIS, issudéscription (BIFS) and represents a predefined set of scene
in October 1998 [3], [4]. In Section Il, the facial animatiorobject types, e.g., video, audio, 3-D faces, and corresponding
technology included in the MPEG-4 Version 1 FDIS, as wehehaviors along with their spatio-temporal relationships [3].
as the decisions regarding facial animation profiling, will bBIFS consists of a collection of nodes, which describes the
described. While Section 1l will describe the MPEG-4 facia$cene and its layout. An object in the scene is described by
animation system implemented at IST, Section IV will preseene or more BIFS nodes, which may be grouped together
results, allowing a first evaluation of MPEG-4 facial animatiotising a grouping node. A scene object that has an associated
technology. media stream is called a media object, while a video object
is a media object because it has an associated stream with its
IIl. BASICS ON THE MPEG-4 ARCHITECTURE coded texture. A text object is not a media object since all its
To reach the objectives described above, an MPEG-4 systeharacteristics and behavior are defined at the BIFS level. As
needs to go beyond the capabilities of the more traditionaill be seen in the following, a 3-D face object is a media
audiovisual representation standards, where the audiovisabject since it will have an associated media stream, the facial
scenes were always composed of a frame-based video &gimation stream.
guence and the corresponding audio data. MPEG-4 integrates
visual objects of various types, e.g., frames, 2-D arbitrarily
shaped video objects, text, graphics, and 3-D faces, as well  Ill. THE MPEG-4 FACIAL ANIMATION TOOLS
as audio objects of various types, e.g., music, speech, andaking into account the relevance of the applications and
structured audio. Consequently, there is the need to consigies maturity of facial animation technology, MPEG-4 decided
not only the coded representations of the various audiovisiglstandardize the necessary tools to allow the provision of
objects but also some information describing the way by whigh new range of applications relying on standardized facial
the various objects are composed to build the final audiovisi@limation technology. The face object specified by MPEG-
scene. To fulfill this need, MPEG-4 organizes the data in termsijs a representation of the human face structured in a way
of elementary streams, which may contain different types @fat the visual manifestations of speech are intelligible, the
information [3]: facial expressions allow recognition of the speaker's mood,
1) audiovisual coded data such as 2-D arbitrarily shapedd reproduction of a real speaker as faithfully as possible is
video, music, and speech associated with natural videopported [4]. To fulfill these objectives, MPEG-4 specified
and audio objects; three types of facial data.
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Fig. 1. General block diagram of a 3-D facial animation system.

1) Facial Animation Parameters (FAP'SFEAP’s allow one from a real video input, for many others the analysis phase
to animate a 3-D facial model available at the receivedoes not exist. This means that FAP and FDP data are
The way by which this model is made available aartificially edited to fulfill a certain goal by synthesizing
the receiver is not relevant. FAP’s allow the animatiothe necessary data. The way by which FAP’s and FDP’s
of key feature points in the model, independently ctre generated and coded—automatically or manually, real-
in groups, as well as the reproduction of visemes aiiéne or nonreal-time—is completely irrelevant to the receiving
expressions. terminal, provided that the FAP's and FDP’s follow the

standardized bitstream syntax and semantics.

2) Facial Definition Parameters (FDP’s}*DP’s allow one decided dardize th facial del
to configure the 3-D facial model to be used at the MPEG-4 decided not to standardize the 3-D facial model,

receiver, either by adapting a previously available modgpder th? assumption that FAP's Fan provide good animation
or by sending a new model. The new or the adapigfe T C0L o et CEe e on
model s then.anlmated by means of FAP's. ~ allowed MPEG-4 to avoid the difficult normative choice of a
3) FAP Interpolation Table (FIT)FIT allows one to define ypique 3-D facial model, providing a flexible solution in terms
the interpolation rules for the FAP’s that have to bgf the type and complexity of the facial models that can be
interpolated at the decoder. The 3-D model is then anised without interoperability problems. Due to this freedom
mated using the FAP’s sent and the FAP's interpolateq terms of the 3-D facial model, it is difficult for the sender
according to the FIT. to know precisely the appearance of the synthesized result at
While FAP’s continuously provide visual information asthe receiver since a large range of models may be used. This
sociated with the behavior of the 3-D model, FDP’s providfact led to the specification of a minimum set of decoding,
model configuration information, which is typically sent onlyanimation, and adaptation rules, under the assumption that
once. For this reason, FAP’s are coded as an individuhle receiver will always do the best it can with the received
elementary streamthe facial animation stream-while FDP’s  information for which few strict rules are defined. Finally, and
are fully coded as BIFS nodes and thus are sent in the BIBS it happens for any MPEG-4 visual object, the rendering
stream. is not standardized, depending on the rendering algorithms
Since the strength of a standard is associated with the dega®ailable at the receiver as well as on its computational power.
of interoperability it provides, but also with its flexibility andAlthough for MPEG-4 Version 1 the composition of objects
its ability to cope with further technological developments, i§ honnormative, this approach may have to be changed in the
is essential that a standard only specifies the tools for whittHure, at least for the solutions addressing the applications
standardization is essential for interworking. This strategyhere the sender wants to know precisely what the final result
allows interoperability while maximizing the evolution ancft the receiver will be, such as some broadcasting applications.
competition opportunities. As happened in the past for otherTo avoid burdening the MPEG-4 terminals willing to sup-
standards, this approach has important consequences in tefRi§ 3-D face objects with all the facial animation tools, the
of the tools that are to be standardized in the facial animatidf#°EG-4 profiling mechanisms will be used. This will allow
area. The nonstandardization of tools nonessential to gule deployment of more or less powerful and complex facial
anteeing interoperability allows the standard to continuousfjlimation enabled terminals, depending on the number of
integrate the relevant technological developments in all tfcial animation tools that they are able to understand and on
nonnormative areas, as well as to provide opportunities for tHi§ COmplexity of the bitstreams that they are able to handle.
industry to compete, which is always important to stimulate ) o
the development of better products. A. Facial Animation Parameters
Fig. 1 shows a general block diagram of a 3-D facial This section and the corresponding one for FDP’s intend
animation system, which may fit many applications. Whileo address the most relevant normative elements associated
for some applications FAP's and FDP’s will be extractedith the FAP syntax, semantics, and decoding. As mentioned
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Fig. 2. Feature-points grouping [4].

before, FAP’s were designed to allow the animation of facgsoint, this means the FAP interpretation model, that describes
reproducing movements, expressions, emotions, and spetwhspecification of the precise changes in the model vertices
pronunciation. FAP’s are based on the study of minimabrresponding to each FAP.
facial actions and are closely related to muscle actions. TheAll low-level FAP’s involving translational movement
chosen set of FAP’s represents a complete set of basic facied expressed in terms of facial animation parameter units
movements, allowing terminals to represent most natural fac{&APU’s). These units are defined in order to allow the
actions as well as, by exaggeration, some nonhuman-likeerpretation of the FAP’s on any facial model (normally
actions useful, e.qg., for cartoon-like animations. unknown to the sender) in a consistent way, producing
The FAP set includes 68 FAP’s, 66 low-level parametersasonable animation results. FAPU’s correspond to fractions
associated with the lips, jaw, eyes, mouth, cheek, nose, etd.,distances between some key features, e.g., mouth-nose
and two high-level parameters (FAP's 1 and 2) associatedparation, eye separation, etc. [4]. The fractional units used
with expressions and visemes [4]. While low-level FAP’$or the various FAP’s are chosen to allow enough precision
are associated with movements of key facial zones, typicaflyr the corresponding FAP.
referenced by a feature point (see Fig. 2), as well as withTable | shows an excerpt from the FAP list, including
rotation of the head and eyeballs, expressions and visemesnber and name, a short description, the specification of
represent more complex actions, typically associated withttee associated FAPU (e.g., MNS is mouth—-nose separation
set of FAP’s. Low-level FAP’s are grouped as defined iand MW is mouth width), whether the FAP is unidirectional
Fig. 2. Although the encoder knows the reference feature poont bidirectional, the definition of the movement direction for
for each low-level FAP, it does not precisely know how theositive values, the group number, the FDP subgroup number,
decoder will move the model vertices around that featuesnd the default quantization step size.
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TABLE |
EXcerPT oF THE FAP SPECIFICATION TABLE [4]
# FAP name FAP description Units | Uni-or | Motion | Group FDP sub- Default
Bidir group quantiz.
number Step
1 Viseme Set of values determining the na na na 1 Na 1

mixture of two visemes (e.g.

pbm, fv, th)

2 | Expression Set of values determining the na na na 1 Na 1
mixture of two facial

expressions

3 Open_jaw Vertical jaw displacement MNS | U down 2 1 4

(does not affect mouth opening)

4 | Lower t midlip Vertical top middle inner lip MNS | B down 2 2 2
displacement
5 Raise_b_midlip Vertical bottom middle inner MNS [ B up 2 3 2

lip displacement

With the expression FAP, it is possible to select among soertain frame rate. Since not all the FAP’s are used all the time,
different expressions, namely, joy, sadness, anger, fear, disFAP masking scheme is used to select the relevant FAP’s
gust, and surprise. Visemes are the visual analog to phonerfigseach time instant. FAP masking is done using a two-level
and allow the efficient rendering of visemes for better speeatask hierarchy. The first level indicates, for each FAP group
pronunciation, as an alternative to having them represenisée Fig. 2), one of the following four options (two bits).

using a set of low-level FAP's. 1) No FAP’s are coded for the corresponding group.
Zero-valued FAP’s correspond to a neutral face; the '€-2) A mask is given indicating which FAP's in the corre-

ceiving que! s supposed_ to be in the neutral position sponding group are coded. FAP’s not selected by the
at the beginning of a session. All FAP’s are expressed as group mask retain their previous value, if any value has

displacemgn'ts from the positions defined for the neutral face, been previously set (no interpolation is allowed).
and thus it is essential to start from neutral faces that are . o . .
as similar as possible. According to the specification [4], the 3) A ma§k is given indicating which FAP's in the corre-
neutral face is characterized by having all muscles relaxed, spondlnq group are coded. The decoder should interpo-
eyelids tangent to the iris, pupils as one-third of the iris late FAP’s not selected by the group mask.
diameter, lips in contact, mouth closed with the upper teeth4) All FAP’s in the group are coded.
touching the lower ones, and the tongue flat, horizontal, wiffor each group, the second-level mask indicates which specific
its tip touching the boundary between upper and lower teetRAP’s are represented in the bitstream, where a “1” indicates
The MPEG-4 specification allows one to indicate, in ththat the corresponding FAP is present in the bitstream.
FAP stream, the desired gender of the facial model to be usedror the high-level FAP’s (visemes and expressions), not
by the receiver. This information does not supersede the FRRly a FAP intensity value is sent, as for the rest of the FAP’s.
information (if available) and is only provided as a “wish,"The viseme/expression FAP’s allow two visemes/expressions
thus, without any normative constraints for the decoder. from a standard set to be mixed together, and thus what is sent
Following an important principle in MPEG standards, thare the viseme/expression selection values and the correspond-
MPEG-4 standard does not specify the FAP encoding procésg intensities. To avoid ambiguities, the viseme/expression
but only the FAP bitstream syntax and semantics, togetiié&P’s can only have an impact on low-level FAP’s that are
with the corresponding decoding rules. The motivation for trelowed to be interpolated at the time the viseme/expression
use of FAP compression algorithms is to reduce the bit raf&P is applied.
necessary to represent a certain amount of animation data witlfAP’s can be coded as a sequence of face object planes, each
a certain predefined quality or to achieve the best quality foorresponding to a certain time instant, or as a sequence of face
that data with the available amount of resources (bit rat&bject plane groups, each composed of a sequence of 16 face
FAP’s are coded at a certain frame rate, indicated to tlbject planes, also called segments. Depending on the chosen
receiver, which can be changed during the session. Moreowade, face object planes or face object plane groups, FAP’s
one or more time instants can be skipped when encoding awidl be coded using a frame-based coding mode or a DCT-
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based coding mode. Compared to the frame-based mode, ahenated with the received FAP data without performing any
DCT-based mode can give, in some conditions, higher codingpdel adaptation.
efficiency at the cost of higher delay. 2) Feature Points: A set of feature points as defined in

1) Frame-Based Coding Modden this mode, FAP’s are Fig. 2, and represented by means of their 3-D coordinates,
differentially encoded and quantized using an adequate quén-sent to the receiver with the purpose of calibrating the
tization step. Whenever desired, FAP’s can be coded withaesident model. These feature points have to correspond to
prediction—intracoding mode. The default quantization stepsneutral face, as previously described. Due to the possible
of all FAP’s may be scaled by means of a quantization scalidifficulties in obtaining some feature points, it is not required
factor, ranging from one to 31. If lossless coding is to be use, send all feature points, and thus subsets are allowed. The
the quantization scaling factor should be made equal to zereceiver has to adapt the model in a way that the vertices
The resulting symbols are then arithmetically encoded. At tlom its proprietary model corresponding to feature points must
decoder, FAP values are set according to one of three casmsncide with the feature points received. No further rules to
by a value in the bitstream, by a retained value previoustpnstrain this calibration process are specified.
set by the bitstream, or by means of decoder interpolation.3) Feature Points and Texturelt is well known that tex-
FAP values set by the bitstream and subsequently maskedtare mapping may significantly improve the realistic appear-
allowed to be interpolated only if an explicit indication inance of an animated model. This case considers sending 3-D
this sense is sent. For the high-level FAP’s, the intensities deature points to adapt the model geometry (as explained
encoded as for the other FAP’s, but the visemes/expressalove) as well as texture together with corresponding cali-
selection values are differentially encoded without arithmetlration information (2-D feature points) to allow the decoder
encoding (and of course guantization). to further adapt the model to the texture to be mapped.

2) DCT-Based Coding Modeln this mode, 16 face object For this purpose, one texture and 2-D texture coordinates
planes are buffered and DCT encoded, using intra- or int@erresponding to some feature points are sent. To improve
coding. The DC coefficient is then differentially coded antexture mapping, the sender can indicate which type of texture
guantized using a quantization step, which is one-third of ti& being sent: either a cylindrical projection (e.g., cyberware
quantization step for the AC coefficients. It is possible to adjutstxture) or an orthographic projection (e.g., frontal texture). No
the quantization steps to be used by means of a scaling indexther rules to constrain this calibration and mapping process
varying from zero to 31, indexing a table with scaling factorare specified.
for the default quantization step values. The coefficients are4) Facial Animation Tables (FAT's) and New 3-D Model:
then coded using Huffman tables. High-level FAP intensitiehis is theoretically the only case where the sender can have
and selection values are only differentially encoded withofiill control over the animation results. To this end, a 3-D facial
entropy coding. model is downloaded to the receiver, together with feature

Independently of the FAP coding mode used, all MPEG@oints (to allow the extraction of FAPU's) and FAT's which
4 facial animation decoders are required to generate at thdéfine the FAP behavior for the new model. The FAP behavior
output a facial model including all the feature points defined the newly received model is specified by indicating which
in this specification, even if some of the features points wilind how the new model vertices should be moved for each
not be affected by any information received from the encoddtAP. The downloaded model can be composed of multiple

meshes, each with an associated texture.

B. Facial Definition Parameters

FDP’s were designed to allow the customization of a propr@' FAP Interpolation Table
etary 3-D facial model resident at the receiver or to download The FIT allows a smaller set of FAP’s to be sent during a
a completely new model together with the information abodrcial animation session since it provides the sender a tool to
how to animate it. While the first option allows limited controbpecify interpolation rules for some or all the FAP’s that are set
by the sender on what the animated face will look likgpr interpolation by the receiver (and thus not received). The
the second option should allow full control of the animatiosmall set of FAP’s transmitted can then be used to determine
results. Since FDP’s have the purpose of configuring the facibe values of other FAP’s, using a rational polynomial mapping
model, they are typically sent only once per session, althoubatween parameters. For example, the top-inner-lip FAP’s can
for some applications, FDP’s may be used along the sessiorb® sent and then used to determine the top-outer-lip FAP’s.
achieve some particular effects, like face deformation, textufe this end, the sender specifies a FAP interpolation graph
changing, etc. As said before, FDP's are encoded in BIF®)d a set of rational polynomial functions that specify which
using the nodes specified in the MPEG-4 systems standart! how sets of received FAP’s are used to determine other
[3]. To avoid ambiguous situations and unexpected results degis of FAP’s. Having more FAP’s defined following encoder
to the (many times unknown) interpolation rules used by thiedications (in a cheap way) allows the sender to have a higher
decoder, the sender should send a convenient amount of FiEgree of control over the animation results. For more details,
configuration data. Depending on the FDP data used, fag#e the MPEG-4 system’s FDIS [3].
relevant cases in terms of the implementation of an MPEG-4 ) ) )
facial animation system can be identified. D. BIFS for Facial Animation

1) No FDP Data (Only FAP Data):Since no FDP data are In MPEG-4, the scene description information is represented
sent, the proprietary 3-D model residing at the receiver ising a parametric methodology, BIFS [3]. The description
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Fig. 3. Facial animation BIFS nodes.

consists of an efficiently encoded hierarchy (tree) of nodasd memory at the receiver, it is essential to provide a
with attributes and other information, including event sourcesechanism that avoids an extreme situation where every
and targets. Leaf nodes in the tree correspond to particUlPEG-4 terminal would be obliged to decode all types of
audio or visual objects (media nodes), whereas intermedigiestreams, in terms of syntax and complexity. To allow
nodes perform grouping, transformation, and other operatiohg specification of less complex (and, in principle, less
(scene description nodes). The scene description can evady@ensive) MPEG-4 terminals, targeted to a certain class of
over time by using description updates. The MPEG-4 scefgplications, while still guaranteeing interoperability with their
description framework is partly based on the virtual realityeers, MPEG-4 defined a profiling strategy based on two major
modeling language, which has been significantly extend%ncepts: object types and profiles [4].

e.g., to address streaming and synchronization issues. To offei) Concepts: The object type defines the syntax of the
complete support for face and body animation, BIFS defi”e_%%mentary stream for a single object corresponding to a
set of face and body nodes [3]. Although the standardizatigeaningful entity in the scene. This basically means that an
of body animation tools will only happen in MPEG-4 Versionypiact type defines the list of tools that can be used for a

2, BIFS already considers the necessary nodes to guarante@@in type of object. Object types are defined for audio and
good integration with the facial animation nodes. Fig. 3 Shov\’/?sual objects

the most important BIFS nodes for facial animation. A

The f d ) th imai d adaptati s MPEG-4 wants to integrate, in the same terminal/scene,
€ 'ace node organizes the animation and adaptation ol g, . types of objects that correspond to elementary streams
face. The FAP node shall be always specified since it contajn

the most essential facial animation data, the FAP’s. The Flﬁ\q’.h different syntactic charactenstlc.s, a higher I-ayer above
Object type has to be defined, which is associated to the

node defines the particular shape and appearance of a face . L . o
' ) Syrtactic characterization of the terminal capabilities, the pro-
means of adaptation data (featurePointsCoord, textureCooﬁs

and the texture in faceSceneGraph) or an entire new model ' ;A.prcliZIIIDeEgeZntes the ISE;\O;tOO'S dtha}t ca}n beﬂused n
FAP animation rules (faceSceneGraph and faceDefTabIes)frJ‘h‘Cer an -+ terminal. Audio and visual profiles are

the FDP node is not specified, the default face model of tﬁigfmed in terms of the a‘%d'o,?”d visual objegt types th"’,‘t
decoder is used. The FIT node, when specified, allows a se€8f! P& understood; they implicitly have associated certain
unreceived FAP's to be defined in terms of a set of receivéf S (media) nodes. Graphics profiles define, in terms of
FAP’s. Last, renderedFace is the scene graph of the face afiHfS nodes, which graphical elements can be used in the
it is rendered (all FAP’s and FDP’s applied). The standa®f€ne: Scene description profiles define the scene descrip-
specifies processes that involve the reading of node valu@n capabilities allowed in terms of BIFS nodes (nonmedia
e.g., FAP’s, and then the writing of output values to nodes pdes). Object descriptor profiles define the terminal capabil-
the face hierarchy, e.g., renderedFace. For more details, §i&s in terms of the object descriptor and sync layer tools.
the MPEG-4 systems specification [3]. The audio, visual, and graphics profiles can be generally
. ) . ) o classified as media profiles since they are associated with
E. Object Types and Profiles Including Facial Animation  {he media elements in the scene, while the scene descrip-
Since MPEG-4 will standardize a large number of toolgon profiles are associated with the composition capabili-
that can be used requiring more or less computational powies.
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Since profiles only define the tools, and thus the syntax
and not complexity bounds, levels of complexity have to be
defined for each profile. A level is a specification of the
constraints (e.g., bit rate, sampling rate, memory size, etc. _
on the audio, visual, graphics, scene description, and obje
descriptor profiles and thus on the corresponding tools. Level
are only defined for profiles and not for object types under the
assumption that the terminals will share the available resource
among the various audio or visual objects.

2) Profiling Situation for Facial Animation:According to =
the MPEG-4 visual FDIS [4], one facial animation object type () (b)
has already been defined: the simple face object type. In tefs 4. ST facial model (a) only with polygons and (b) with a simple texture.
of visual profiles, three profiles include the simple face object

type: the simple facial animation profile, the basic animated ) ) , , o
2-D texture, and the hybrid profile. object types, addressing content-rich multimedia applications.

Since facial animation object types will be the elementaﬂ? terms of facial animation, the levels for these two profiles
decoding entities to implement in terms of MPEG-4 facidl"® based on the levels defined for the simple facial animation

animation enabled systems, the main characteristics of #@file-
already defined object type will be described in the following.
The simple face object type is the only standardized facial V. THE IST MPEG-4 FACIAL ANIMATION SYSTEM

animation object type in MPEG-4 Version 1, and also the The MPEG-4 facial animation system developed at IST,
simplest useful object type that can be designed with thgowing the specification in the MPEG-4 systems and vi-
tools specified. This facial animation object type is mainly,s] FDIS's [3], [4], will be described in this section. The
characterized by the fact that the decoder is only obliged to Usgantion is to describe here the nonnormative parts of the
the FAP data received. This means that even if FDP data g%tem deve|oped, Comp|ementing the normative parts a|ready
received (the face node associated to this object type incluggScribed in the previous section. The IST facial animation
FAP and FDP data), the decoder may ignore it or part of it kystem is complete in terms of FAP streams, the encoder-
just ignoring the FDP data in the BIFS stream or by parsirgkcoder pair is working, but FDP data are still being obtained
the BIFS stream in order to just use the FDP data that it i;gm EDP files and not from standard BIES streams. An
able to handle. If only one side of a left-right pair of a FARnalysis module to extract FAP and FDP data from video has

is received, this type of facial animation decoder must use thgo been implemented but will not be addressed in this paper
received FAP value for both left and right FAP values. Lastz], [10].

this type of facial animation decoder is required to use the

viseme and expression FAP’s (1 and 2). With this object typg, The IST 3-D Facial Model

the sender has no guarantee what the animated face will look_ o ) , )
like since it does not know or control the 3-D model bein% Since it is a basic assumption that all MPEG-4 facial
used. nimation decoders have their own 3-D facial model, any

The facial animation object types are to be included iilqnplemgntation needs to start by dgfining (or 'borrowing) a
the visual profiles providing solutions for the classes D ff\Clthmodel.hThg IS;- _3'D facial mo(;j_?l (;nclud_es thfe
applications where facial animation capabilities are require%qwﬁ’(ete Um%n | (;-za lan (;sba (verlzl) mo Irl1€ veLsmn Od ?
It is also possible that facial animation capabilities are addéf"" nov(\j/n_ modet developed by Par. € [8].' T ? Rarl edmo r?
to visual profiles where these capabilities are less essent fis use Just as a startmg pomt since It only includes the
if this addition does not burden too much the profile i rontal part of the head, missing other important parts, such
guestion. As mentioned above, there are three visual profi?e% the ba<_:k of the head, the tongue,_and the ears. A.S the_se
in the MPEG-4 visual FDIS that include the simple fac arts are important for some expressions and animations, it

obiect tvpe: the simple facial animatio ofile, the basi@S decided to improve the Parke model, leading to an IST
) yP sImp ¢ maton prof ; SI@odel including the back of the head, tongue, and ears, as

animated 2-D texture, and the hybrid profile. The simpl I her i blv in th b q
facial animation profile includes only simple face objecty®! @S Other improvements, notably in the eyebrows an
eks, in order to obtain more realistic animations. The IST

and addresses applications where facial animation is the oﬁRF ) . _ ) L
relevant visual capability (no natural video capabilities). IH]OdeI (see Fig. 4) is used in the IST MPEG-4 facial animation

terms of tools, this profile is completely characterized by t stem described in this section. The model can be divided into

specification of the simple face object type since only thl\éari_ous regions accprding to their texture. The most important
object type is allowed. According to the MPEG-4 visual FDIgEYIoNs are the hair, eyebrows, mouth, teeth, tongue, eyes,
[4], two levels have been defined for this profile. nose, and ears.

The basic animated 2-D texture profile puts together facial i
animation capabilities and 2-D mesh animation with textufé: 'mPlementation of the FAP Tool
mapping capabilities. The hybrid profile is the most powerful FAP encoders and decoders for both coding modes, frame
visual profile, including most natural and synthetic visuddased and DCT based, were implemented, along with an

A,
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MPEG-4 facial animation systénable to animate and render
the IST facial model, using the decoded FAP data. Th
encoder is able to encode all the FAP’s and can control th
coding frame rate by skipping the FAP’s corresponding to
the nonrelevant time instants. Moreover, the encoder ma
choose which coding mode to use, depending on the relevai |

application. The major nonnormative implementation issue f

regarding the FAP tool (to be used in all facial animation
object types) is the FAP interpretation model, which means
the specification of the precise changes in the model vertices
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(@) (b)

corresponding to each FAP. The FAP interpretation modfdf- 5 Chen:(a) frontal texture and (b) cyberscan texture.

strongly determines the realism of the animation. Since this
is a nonnormative element, it will become one of the main

components distinguishing the performance of different faciabse, and teeth, if the corresponding feature points are sent.
animation enabled terminals. The FAP interpretation mod€he feature points have to correspond to a neutral face, since
developed for the IST facial animation system distinguishesherwise the adaptation results may be quite inadequate.

the following. .
1) FAP’s Associated with TranslationFor the FAP’s in-
volving translation, the vertices that have to be moved as
well as the direction and magnitude of the movement are
specified. The magnitude of the movements depends on the
FAP received; the values to apply have been obtained by
intensive animation testing of the model for each relevant
FAP. Moreover the selection of vertices affected by each FAP
has also been intensively tested, as well as the interaction
between FAP’s, especially when they affect the same vertices,
e.g., the lip FAP’s. The intensive study of the independent
and joint impact of each FAP allowed the development of a

Global adaptation:For most of the cases, the received

set of feature points corresponds to a head that is very
different from the receiver’'s model, in both size and 3-D

position. To allow a good global reshaping of the 3-

D model, it is essential to include a preprocessing step
where resizing and 3-D repositioning of the model are

performed before the global reshaping of the model. For
further details, see [10].

Local adaptationThe local adaptation stage has the target
of better adapting the model in the regions corresponding
to some key facial elements, notably, the eyeballs, eyelids,
nose, ears, and teeth, using the adequate feature points, if

FAP interpretation model with harmonious deformations and , X
realistic animations. received. For further details, see [10].

2) FAP’s Associated with EyelidsThe FAP’s associated 2) Model Adaptation with Feature Points and Texturé:
with eyelids (top and bottom) correspond to a special casedftexture is sent together with the corresponding calibration
translation. While they-coordinate is computed as indicatednformation in the form of texture (2-D) feature points, for
above for translations, the- and z-coordinates are computedmapping on the receiver's model, a process similar to the one
S0 as to guarantee that the eyelid vertices are over an imagin@iigviously described for the model global adaptation is used.
sphere with the same center of the eyeball, although withNgtice that two sets of feature points may be received (or
slightly larger radius. just one of them): one for model calibration (3-D coordinates)

3) FAP’s Associated with RotationFor each FAP involv- and another for texture mapping (2-D coordinates). The two
ing rotation, the vertices that have to be rotated as well as gts do not have to include the same feature points since they
rotation axis are specified. are used for different purposes. As allowed by the MPEG-4

Regarding FAP interpolation, notably, for the FAP’s not respecification, the IST system considers two types of textures
ceived but for which interpolation is allowed, simple left—righfsee Fig. 5): 1) orthographic projection—frontal view of a
and inner—outer FAP interpolation schemes have been implaee looking to a camera—and 2) cylindrical projection—the
mented (if only one member of a pair is received, its value @mplete texture of the head (36@otation) projected on a
used for both), if these FAP’s are set to be interpolated. plan (cyberware).

Whenever the type of texture is specified, the most ade-
guate mapping methodology is applied. Otherwise, the frontal-
texture solution is applied as default since this is the most

Regarding the adaptation by the sender of the receiven’@ely scenario. The major difference regarding the mapping

facial mode.I,' the. IST facial animation system cc_>nS|der§ al ﬂb frontal and cyberscan textures is related to the projection of
cases specified in the standard and described in Section IIIE s 3-D model on the 2-D plane. For the rest, the adaptation
1) Model Adaptation with Feature PointsThe 3-D model process is the same for both cases. For further details, see [10].

adapta.uon process using feature points is divided into t 3) Model Adaptation with FAT:The IST facial animation
stages: 1) global adaptation of the model and 2) local adap- . .

. ) stem may also change the FAP interpretation model to a
tation of some key facial elements, notably, the eyes, ear

new interpretation model described by means of FAT. The

C. Implementation of the FDP Tools

o _ FAT specifies, for each selected FAP, the set of vertices to
1The IST facial animation system was developed at IST in the context

f .
the European project ACTS MoMuSys. Part of the software has been donaﬁéad affected in a new downloaded mOdeI’. as well a_s the way
to I1SO and subsequently included in MPEG-4 Part 5: Reference Software [)ey are affected. The downloaded FAP interpretation model
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is then applied to the animation of the downloaded facial
model, eventually after texture mapping. By sending a newsg”, ]
3-D facial model and the corresponding FAP interpretation” 5 -
model, the sender may completely control the result of thetS 17X
animation, notably, if all the FAP’s used have been defin§d3§ -

in the interpretation model. After the FAT receiving phase, zgl 3%

the animation works as already specified for the FAP tool.g 2; B .

15
- o
V. BRIEF EVALUATION OF THE os b T
MPEG-4 FACIAL ANIMATION ToOOLS 0 , ‘ : ; j
- imati ificati 25 30
The study of the MPEG-4 facial animation specification ° 5 10 15 20
~ Expressions ™ Marco30 ™ Opossum2 Scaling factor

would be incomplete without the analysis of some results for
the tools standardized. This section intends to make a first
evaluation of the MPEG-4 facial animation tools, using theg. 6. _Average bit rate versus quantization_ scaling factor for the sequences
IST implementation already described. To obtain the resuﬁépressmns, Marco3@nd Opossumzoded with the frame-based mode.
presented in this section, the MPEG-4 facial animation test
material has been used. For some cases, the test material, .
does not fully comply with the ideal conditions—e.g., feature ;. |- e
points corresponding to a nonneutral face—preventing thg 34 , ]
achievement of good results. The FAP files were encoded usirgg, ; | ! e
the knowledge about the complete file (off-line processing)¥ 5
this means that FAP masks were set knowing in advance tffe, , -
FAP to be used, and the arithmetic encoder FAP ranges wefe 11
also known.

0.5 1+ o o
0 4~ M'W i 2 . o o = = o e ]
A. Evaluation of the FAP Tool 0 5 10 15 20 25 30
This section evaluates the FAP tool in terms of the produced =~ Expressions ~"Marco30 ~~ Opossum2 Scaling index

bit rates_’ FAP flde“ty’ and receiver's animation results, USIr'gg. 7. Average bit rate versus quantization scaling index for the sequences
the available FAP sequences. The FAP sequences have 8@Rssions, Marco3&nd Opossumzoded with the DCT-based mode.
encoded under various conditions in terms of frame rate,

guantization steps, and coding modes. Also, the expression

FAP is evaluated comparing some animation results with t é)ossumZFor the frame-based _mode, the quantization scaling
original video material factor scales the default quantization step of each FAP by a

1) Bit Rate and FAP Peak Signal-to-Noise Ratio (PSNI%Ctor ranging from one to 31, while for the DCT-based mode,

Performance: Since facial animation technology targets critit '€ Scaling index, varying from zero to 31, indexes a table with

cal bandwidth conditions, it is essential to evaluate its perforc@ing factors for the default quantization step values. Figs. 6
mance in terms of bit rate and FAP fidelity. To plan for futur@nd 7 show that the average bit rate can range from about 5
applications, it is important to know the FAP fidelity versu&§PPS to less than 0.5 kbps by just varying the quantization
bit rate tradeoff since this will affect the working condition€Ontrol parameter. The bit rate depends on the type of FAP

to be chosen. In this paper, the FAP fidelity is measured §9ntent; the highly redundant, synthetic sequelkpressions

means of the FAP PSNR, defined as achieves the lowest bit rates for the more relevant range of the
guantization control parameters. The analysis of the animated

1 Near ) sequences, using the IST facial animation system, indicates

PSNR=10-log Neap Z (Ri /MSE@‘) that for the higher values of the quantization control parameter,
N =1 notably abgve 15 for the frfame—lbased mod”e, fthe r(]qualitybof the

1 ey ) L2 animation decreases significantly, especially for the eyebrows,

MSE; ~ Noame Jz_:l (fap-origlillj] = fap-reconfi]lj]) eyelids, and mouth movements, becoming robot-like. This

conclusion refers to the test sequences used and should not
where Npap is the number of FAP’s used for a sequencée simply extrapolated without more extensive testing. The
Niame iS the number of frames of the sequenBg the peak- results show that for both coding modes, the average bit rate
to-peak range of théth FAP, MSE is the mean square errordoes not decrease linearly with the quantization scaling factor,
along the sequence for each decoded FAP, andorig[i][j] but there is rather a logarithmic evolution, and thus bit-rate
and fap_recon[i][j] are the original and decoded value of FARBavings become very low for higher values of the quantization
¢ for frame j. control parameter. In conclusion, the use of very high values
The bit rate versus quantization control parameter evolutiofithe quantization control parameter does not bring significant
for the frame-based and DCT-based modes is presentedadtvantages since the animation quality decreases without
Figs. 6 and 7 for the sequenc&xpressions, Marco30and substantial bit-rate savings.
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TABLE I
AVERAGE BIT RATE FOR VARIOUS CODING FRAME RATES USING THE Two FAP CobING MODES
Average bitrate (kbps)
Sequence Frame rate
Frame-based mode DCT-based mode
30 Hz 5.64 3.73
15 Hz 3.66 (- 35%) 2.84 (- 24%)
Marco30
10 Hz 2.55 (- 55%) 2.36 (- 37%)
7.5Hz 2.07 (- 63%) 1.88 (- 50%)
30 Hz 3.28 2.57
15Hz 1.94 (- 41%) 1.85 (- 28%)
Opossum2
10 Hz 1.39 (- 58%) 1.42 (- 45%)
7511z 1.03 (- 69%) 1.13 (- 56%)
30 Hz 3.27 2.30
151z 2.19 (- 33%) 1.71 (- 26%)
Marco30left
10 Hz 1.52 (- 33%) 1.46 (- 37%)
7.5 Hz 1.25 (- 62%) 1.13 (- 51%)
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~= Expressions (frame-based) ~* Marco30 (frame-based)  Bitrate (kbps) ~*30 Hz (5.64 kbps) 15 Hz (3.66 kbps) Time (s)
- Expressions (DCT-based) — Marco30 (DCT-based) =10 Hz (2.55 kbps) ~*=7.5 Hz (2.07 kbps)

Fig. 9. Marco 30: bit-rate evolution for various frame rates using the

Fig. 8. PSNR versus bit rate for the sequenbierco30 and Expressions frame-based coding mode

coded at 25 Hz using the frame- and DCT-based coding modes.

2) Influence of the Coding Frame Ratd&he quantization
For a more direct comparison of the two FAP coding modestep is not the only coding parameter supporting control of
Fig. 8 shows the variation of the FAP PSNR versus the hitie bit rate produced. Another important parameter is the
rate for the sequencedlarco30 and Expressionsusing the coding frame rate. In this section, the test sequeMas030
two coding modes. The results show that the DCT-basedd Opossumare coded at different frame rates to study the
coding mode always outperforms the frame-based codiimgpact of the coding frame rate on the average bit rate using
mode for the bit-rate range where both the solutions céoth coding modes. To allow a more complete comparison,
work. However, the maximum PSNR achievable with th#he same sequence is also coded using the left-right symmetry
frame-based coding mode is higher than the maximum PSR#dI, which means by just sending the left-side FAP when left
achievable with the DCT-based mode. The DCT-based codiagd right FAP’s are present (sequemdarco30left). Table I
mode PSNR gain depends on the bit-rate range and on theludes the average bit rates obtained for different frame rates
FAP content. using the two FAP coding modes (the quantization scaling
Since the price for the better coding efficiency performandactor and the scaling index were set to one). Figs. 9 and 10
of the DCT-based coding mode is initial delay (16 frames3how the evolution in time of the bit rate fédfarco30for the
only nonreal-time applications may typically benefit from ittwo FAP coding modes using several coding frame rates.
For real-time applications, the frame-based coding mode isThe results obtained indicate that the average bit rate does
the only possible choice. In conclusion, the two FAP codingpt decrease linearly with the frame rate because although
tools target different classes of applications, allowing the bebere are less FAP's to code, for the lower frame rates, the
possible performance to be achieved for both of them. prediction error becomes higher, and thus more bits are spent.
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Fig. 10. Marco 30: bit-rate evolution for various frame rates using the
DCT-based coding mode.

These two effects lead to an evolution where bit-rate savings @ ©
decrease for lower frame rates. For the DCT coding mod@q. 11. !ST irr}pleme_xntation of the various expressions defined in F_AP 2,
. L . . t its maximum intensity: (a) joy, (b) sadness, (c) anger, (d) fear, (e) disgust,
the decrease is even less significant since this mode taE@@ (f) surprise.
higher benefit of the temporal correlation by using segments
of 16 FAP face object planes; and for very low frame rates
this correlation is low. The results also show the performancg
benefit of the left—right symmetry tool, which although very
simple provides significant bit-rate gains. For example, at 3(
Hz, there is a 40% decrease in terms of bit rateM@arco30 ‘
for both coding modes with the quantization factors usedf .
The results obtained show that this could be an efficien
way to save bits and thus to make some difference betwee
“compliant encoders.” Although decreasing the coding frame
rate decreases the bit rate more or less significantly, there is @ (®)
also the negative effect of low temporal resolution animation39- 12. Expressiomesuilts using FAP 2 as set by the fiienotions:(a) joy,
. . . ) anger, and (c) surprise.
which can only be fully evaluated by looking to the animate
images. The choice of the most adequate frame rate should thus

result from the tradeoff between bit-rate gains and animation _ _ _ _
jerkiness. The comparison between Figs. 11 and 12 gives an idea

3) Evaluation of the ExpressionsFhis section intends to about how different the appearance for the various expressions
show how the expression FAP can be used and what typay be, depending on their interpretation by different imple-
of results can be obtained. If the encoder uses FAP 2, tfgnters. For example, the comparison of the expressiger
expression FAP, just to select one expression (from tho§eplemented by the IST facial animation system [Fig. 11(c)]
available) with a certain intensity, the decoder will use its owfith the same expression resulting from the fitenotions
implementation (and understanding) of the relevant expressitiid. 12(b)] shows that the eyebrows are closer and the mouth

Fig. 11 shows the appearance corresponding to the #&xopened in the IST implementation. Another problem that
expressions defined by MPEG-4, according to the IST faci@ldy occur, and is visible in the expression “surprise” resulting
animation system (maximum intensity). It is interesting to noféom the sequencEmotions[Fig. 12(c)], is the production of
that this capability may automatically adjust the expressiofyange shapes (see the mouth) due to the lack of knowledge
according to the cultural environment of the receiver. Thigy the sender of the receiver's model geometry as well as the
means that if an American sends a joy FAP command lkighited knowledge of the FAP interpretation model. Moreover,
Japan, the model will express joy in a Japanese way, if initiai§jnce all FAP’s are expressed in terms of FAP units, everything
set to work in a Japanese environment, which means if tifsedependent on these relative measurements and on all the
local expressions were set according to the Japanese cultargbiguities involved (sender and receiver may have slightly
However, the encoder may also indicate to the receiver lferent measurement conditions), preventing a fully faithful
understanding of each expression by indicating the set of loveproduction of the intended facial actions. The use of the
level FAP’s that builds each expression. To exemplify thigxpression FAP may prevent most of these problems.
three FAP sets from three frames of the sequeBemtions  4) Animation with the IST Facial Animation System:
corresponding to various expressions—notably, joy, anger, ailthough it is (still) impossible to show in a paper what the
surprise—are used to set the expressions at the receiver, witimated sequences look like, it is at least possible to make a
the results shown in Fig. 12. frame-by-frame comparison between the original sequence (if
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(b)

Fig. 13. Comparison of (a) original images for sequeiarco30 and (b) corresponding animated frames using the IST animation system with the
FAP sequenceMarco30.

(b) © (d)

Fig. 14. Adaptation of the IST model with the feature points &fen: (a) IST model, (b) resized model, and (c) global adaptation. Also shown are
global and local adaptation from the (d) front view and (e) side view.

it exists) and the animated sequence. Fig. 13(a) shows a seBofEvaluation of the FDP Tools

original frameg from which the FAP fildarco3¢ ha§ been This section evaluates the FDP tools in terms of the adap-
extracted, while Fig. 13(b) shows the corresponding framfeaﬁion of the receiver model geometry and of the realism

resulting from the animation with the IST facial animation . . .
- I;i)rowded by texture mapping, notably for some expressions.
system. These results show how similar to the real seque C?[) Model Adaptation with Feature PointsThe results of

the animated sequence can be when the simple facial animation

profile is used. The absence of texture in the animated ima iplymg thg adaptation technique mentioned |n.S_ect|0n IV-
influences the evaluation, but this is what will very likel 1 to configure the geometry of the model residing at the

happen with the simple face object type unless the receiVgFeiver by using feature points are presented in this section.
animates a model mapped with a locally stored texture. Alsgo" the Charles and Chen cases, pictures for the various
the problems related to the FAP units’ ambiguities may limfitages involved in the adaptation—resizing of model, global
the faithfulness of the animation. In conclusion, it is quit@daptation, and local adaptation—are shown (see Fig. 14).
difficult for FAP’s to perfectly match the reality, and thusSince the feature points fa€hendo not correspond to the
they only achieve an approximate result in comparison wigpecified neutral position (the head is rotated and the mouth is
the real sequence. However, this may be more than sufficiepened), they had to be processed to correspond to a neutral
for many interesting applications. face. The results would very likely be better if the feature
points initially corresponded to a neutral face.
Due to the difficulty of extracting good feature points and

2The fact that the face iMarco30has been prepared to facilitate automati all the ambiguitiesffreedom involved in the adgptatlon procgss,
FAP extraction does not imply that no good facial analysis exists that do Lan be concluded that model adaptation with feature points
not need such a preparation. provides only limited capabilities in terms of the control given
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Fig. 15. Texture mapping fo€hen: (a) cyberware texture, (b) adapted model without texture, (c) adapted model projection over the texture, (d) adapted
model with texture, and (e) adapted model with texture if the received cyberware texture is taken as a frontal texture.

o

@ (b)

Fig. 16. Texture mapping fokuis_IST: (a) frontal texture, (b) adapted model without texture, (c) adapted model projection over the texture, (d) adapted
model with texture, and (e) adapted model with texture if the received frontal texture is taken as a cyberware texture.

Fig. 17. Chenanimated with the IST implementation of the expressions: (a) joy, (b) sad, (c) anger, (d) fear, and (e) surprise.

to the sender regarding the receiver's model geometry. Thdigely be available, and this may not be enough for a good
capabilities, however, may be sufficient for some relevatdéxture mapping (as well as for feature-point extraction). For
applications. these cases, a possible solution could be to use the MPEG-
2) Model Adaptation with Feature Points and TexturEhis 4 OCI stream to send the receiver the identification of the
section presents some results of adapting the geometrypefson calling; the receiver would then look in his terminal
a model with 3-D feature points and subsequently mappifigr an adapted model (with texture) of the person in question
a texture using a set of texture feature points, followin@f available). The results also show that having previous
the process mentioned in Section IV-C2. Two examples gkeowledge of which type of texture is being used allows
shown: Chenwith a cyberware texture anduis IST with a better mapping and animation results. Regardless, the major
frontal texture. The adaptation and mapping results showanclusion is that texture mapping is a critical process in
in Figs. 15 and 16 also include the mapping results usingrms of the subjective impact of the animations, improving
the model projection not corresponding to the type of textuoe decreasing it substantially if the mapping is good or bad.
received. Fig. 17 shows some animation result<fioenusing Unless good texture mapping can be achieved, it is better
the sequencé&xpressions. just to use a simple shadowing of the model since the user
The obtained results indicate that good adaptation asspectations and critical sense seem to increase with the
texture-mapping results may be obtained if a cyberwareealism of the animation.
type texture is sent. However, for many applications such as3) Model Adaptation with FAT:The FAT tool can give the
videotelephony, only a frontal texture of the face will verysender full control of the animation results at the receiver.
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(@)
Fig. 18. Baldy. (a) Neutral face. Model animated with the sequeBog@ressionsi(b) joy, (c) anger, and (d) surprise.

Fig. 18 shows the neutral model transmitted to the receiveigrmative parts, considering all the facial animation tools
as well as a few frames of the same model animated witlhut FIT. Moreover, it presented a first evaluation of the
the sequenc&xpressionsysing the FAT sent with the model performance of the various tools and corresponding object
for the test caseBaldy. The same model can be animatedypes. The facial animation system presented here has been
with the other FAP sequences available, using the sendédrngplemented in parallel with the development of the MPEG-
defined FAT. The results shown in Fig. 18 may be comparddspecification, allowing the authors to actively contribute to
with those in Fig. 11, since the same interpretation is given its improvement and completeness. Although a standard does
the expressions in terms of sets of FAP’s (but now the FAmt necessarily have to include the optimum technology since
interpretation models are different). many constraints have to be compromised, it needs to be
The FAT tool is the only one that can guarantee the sendetiraely, clear, and precise. In fact, a standard will always have
high level of fidelity for the animation results. The experienca certain lifetime, after which a new and better technology
gained with the IST facial animation system supports thehould lead to a new standard. A good standard is thus
statement that model adaptation by means of FAT with a nete standard that for a certain period of time allows one to
3-D model is not necessarily more complex than the modelake products, hardware or software based, providing users
adaptation solutions using feature points, which may becoméh solutions for the tasks that they have to perform or
quite complex (and sometimes with disappointing results). jast entertaining them, with the biggest possible degree of
large part of the required decoder memory and computationmateroperability for the lowest price. None of these objectives
power will depend on the complexity of the model transmittedan be accomplish with a poor standard specification, even if
notably the number of vertices, as well as on the complexitiye technology behind it is intrinsically good and adequate.
of the FAT. If the initial delay is not a problem, transmitting Let us finally hope that many new and improved applica-
a FAT with a new model may be much simpler and effectivitons including MPEG-4 3-D animated faces will appear in the
than trying to adapt the receiver’'s model. near future. This would be our reward.
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