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Performance Evaluation of Smoothing Algorithms for
Transmitting Prerecorded Variable-Bit-Rate Video

Wu-chi Feng and Jennifer Rexford

Abstract—The transfer of prerecorded, compressed variable-bit-rate
video requires multimedia services to support large fluctuations in band-
width requirements on multiple time scales. Bandwidth smoothing tech-
nigues can reduce the burstiness of a variable-bit-rate stream by transmit-
ting data at a series of fixed rates, simplifying the allocation of resources in
video servers and the communication network. This paper compares the
transmission schedules generated by the various smoothing algorithms,
based on a collection of metrics that relate directly to the server,

The efficient transfer of constant-quality video requires effective
techniques for handling burstiness. Although the server, network,
and client could conceivably allocate resources based on the peak bit
rate of the stream, such over-provisioning is extremely wasteful and
undermines the benefits of a constant-quality encoding. Alternatively,
resources could be allocated based on certain assumptions about
how a variable-bit-rate stream would multiplex with other traffic.
Models based on statistical multiplexing, and particularly the theory
of effective bandwidth, are useful for network provisioning, partic-
ularly on high-bandwidth links that carry a large number of traffic
streams. However, statistical multiplexing does not offer deterministic
guarantees and is less useful on lower-bandwidth links that multiplex

network, and client resources necessary for the transmission, transport, & small or moderate number of streams. Despite rapid increases in
and playback of prerecorded video. Using MPEG-1 and MJPEG video backbone capacity in recent years, most broadband access networks

data and a range of client buffer sizes, we investigate the interplay cannot carry more than a handful of high-quality video streams
between the performance metrics and the smoothing algorithms. The

results highlight the unique strengths and weaknesses of each bandwidth
smoothing algorithm, as well as the characteristics of a diverse set of
video clips.

Index Terms—Bandwidth smoothing, compressed video, traffic man-

at a time. Instead of relying on statistical multiplexing to handle
burstiness, we believe that it is necessary to reduce the variability of
individual video streams.

Prerecorded video offers a unique opportunity to reduce the vari-

ability of the network bandwidth requirements by transmitting frames
to the client playback buffer in advance of each burst. Capitalizing
on a priori knowledge of the number of bytes in each frame (the
frame sizg the server can precompute a transmission schedule that
Many emerging multimedia applications, such as distance learniignimizes the bit rate while avoiding both underflow and overflow of
and entertainment services, rely on the efficient transfer of preitbe client buffer. This basic observation has been the underpinning of
corded video. Video-on-demand servers typically store video on largeglass obandwidth smoothinglgorithms for stored video [15]-[22].
fast disks [1]-[3]; the server may also include tertiary storage, sulach of these algorithms can compute a transmission schedule for
as tapes or optical jukeboxes, for holding less frequently requestt N-frame video stream, given frame sizgsi = 1,2,---, N,
data. A network connects the video servers to the client sites througytd ab-bit client buffer. Bandwidth smoothing offers substantial
one or more communication links. The network can help ensure tregluctions in the peak and variability of bandwidth requirements
continuous delivery of the video data by including support for ratier transmitting constant-quality video. These benefits come from
or delay guarantees [4], [5], based on resource reservation requéestsoving short-term burstiness (e.g., at the MPEG group-of-pictures
from the video server. Client sites include workstations and set-ttgvel), as well as the medium-term burstiness within and between
boxes that have a playback buffer for storing video frames. scenes. The transmission of a smooth stream can make efficient use
High-quality video requires a large amount of storage space aofisimple resource allocation models, such as constant-bit-rate or
network bandwidth. Even effective compression techniques, suchresegotiated constant-bit-rate services [17].
MPEG [6] and motion-JPEG [7], still result in video streams with Reducing the peak transmission rate of the video stream is the
bandwidth requirements in the range of 2-10 Mbit/s. Many vidgarimary goal of each of the smoothing algorithms. The algorithms,
encoders generate constant-bit-rate (CBR) streams to simplify thawever, differ in what other performance metrics they consider. As
allocation of disk, memory, and network resources. However, CBR-result, the various bandwidth smoothing algorithms generate trans-
encoded video ultimately has variable quality, since the encodaission plans with different performance properties. The properties
is not permitted to increase the output bit rate during periods of the transmission schedules relate directly to the overhead of the
action or detail, precisely when degradation in quality would be masansmission, transport, and playback of prerecorded constant-quality
noticeable to the viewer. Alternatively, video encoders can generaideo. For example, this paper considers six smoothing algorithms
constant-quality video, resulting in a variable-bit-rate (VBR) streanthat generate transmission schedules that

Constant-quality video typically has higher quality than a constant-1) minimize the number of rate changes in transmission [16];

bit-rate stream with the same average bandwidth [8], [9]. However,2) minimize the variability of the bandwidth requirements [17];
constant-quality video can exhibit significant burstiness on multiple 3y minimize the utilization of the client buffer [18];

time scales due to the natural variations within and between scenes;) minimize the number of on—off segments in an on—off trans-
as well as the frame structure of the encoding algorithm [10]-[14]. mission model [23];
change transmission rates only at periodic intervals [19],
minimize general cost metrics through dynamic programming
[20] subject to limiting the peak transmission rate in the stream
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the network. In a realistic setting, however, more than one criterion

may have impact on the resource requirements, particularly when

the components in the system have different performance goals. For end
example, low buffer utilization may appeal to the clients, whereas
low bandwidth variability may appeal to service providers that wish
to multiplex as many streams as possible. As a result, it becomes
important to understand how well each smoothing algorithm performs
across the range of possible optimization criteria. An algorithm
that has near-optimal performance according to several metrics may

bytes

|
|

be preferable to an algorithm that is optimal for one metric and ]

performs poorly for all the others. In this paper, we present a b ba gg{}ggh
systematic comparison of bandwidth smoothing algorithms across =

a range of optimization criteria and video traces, with the goal of start frame number -

quantifying how well each algorithm performs according to each

metric. Experimenting with a diverse set of video traces enablbd: 1. Computing Transmission Plans: This figure shows the buffer
underflow and overflow curves for a sample video stream. The resulting

us to draw sound conclusions about the performance of the variqiismission plan consists of three constant-bit-rate runs that serve as a server
algorithms and the effectiveness of bandwidth smoothing. schedule for transmitting video frames.

The performance comparison draws on our library of 20 full-length,
constant-quality video clipSThese traces were generated using a PG t time is measured in units of frame slots. To permit continuous
based motion-JPEG video capture testbed, as described in [24], [25]. ‘ p

By studying a range of different video streams (including a ranéd)e yback at the client site, the server must always transmit enough

. . . . . . ata to avoid buffer underflow, where
of educational videos, action movies, and animated films, as well as

clips encoded with different quantizers settings), we can determine koo
how much each type of video stream can benefit from each of the L(k) = Z fi

smoothing algorithms. For completeness, we also consider a number =0

of publicly available MPEG-1 traces [14]. Throughout the paper, widicates the amount of data consumed at the client by fiaméere

show results for all of the traces to highlight both the general trends= 0. 1,---.n — 1. Similarly, the client should not receive more
and the variation in the results for different video clips and differefftata than
encoding schemes. Our detailed evaluation of bandwidth smoothing Uk)= L(k)+b

algorithms on a diverse set of video traces complements recent survey

papers that focus more broadly, and in less detail, on the varietylf framek, to prevent overflow of the playback buffer (of siap?

techniques available for handling variable-bit-rate video [26], [27].Consequently, any valid server transmission plan should stay within
Section Il surveys the six bandwidth smoothing algorithms, with #he area enclosed by these vertically equidistant functions, as shown

emphasis on the metrics they optimize as well as their computatiofalFig. 1(a). That is,

complexity. Drawing on the video traces, Section Ill compares the k
smoothing algorithms and investigates the interaction between four L(k) < Z ci < U(k)
key performance metrics: i=0
1) peak bandwidth requirement; wherec; is the transmission rate during frame slaif the smoothed
2) variability of transmission rates; video stream.
3) number of rate changes; A transmission schedule consists of a sequence: dinear seg-
4) client buffer utilization that relate directly to the serverments, each with a constant bandwidth allocatipry = 1,2, .-+, m,
network, and client resources required for transmitting th&here time is measured in discrete frame slots. At timthe server
smoothed video stream. transmits at rate; = r;, where slot occurs during rury. Together,

In addition to evaluating the bandwidth smoothing algorithms, the§e m bandwidth runs must form a monotonically nondecreasing,
experiments also highlight unique properties of the underlying vidgdecewise-linear path that stays between Bié) andU(k) curves.
clips. These results motivate several possible directions for futrer example, Fig. 1 shows a plan with = 3 runs, where the

research on the efficient transmission of prerecorded variable-bit-r&&€ond run increases the transmission rate to avoid buffer underflow
video, as discussed in Section IV. at the client playback buffer; similarly, the third run decreases the

rate to prevent overflow. Bandwidth smoothing algorithms typically
select the starting point for rup + 1 based on the trajectory for
run j. By extending the fixed-rate line for rup, the trajectory

A multimedia server can substantially reduce the rate requiremegtgentually encounters either the underflow or the overflow curve,
for transmitting prerecorded video by transmitting frames into th& both, requiring a change in the server transmission rate.
client playback buffer in advance of each burst. A class of bandwidth
smoothing algorithms capitalizes oa priori knowledge of the g Selecting Long Trajectories

prerecorded stream to compute a server transmission schedule, based . . . .
on the size of the playback buffer Several different smoothing algorithms have been introduced that

use both thd.(k) andU (k) curves in computing the bandwidth runs

. in the transmission plans, based on the size of the client playback
A. Overflow and Underflow Constraints buffer.

Il. BANDWIDTH SMOOTHING ALGORITHMS

A compressed video stream consistsroframes, where frame 2This definition of the overflow constraiflf (k) assumes that the client

requiresf; bytes of storage. Without loss of generality, we assumgmoves framet from the playback buffer into a separate decode buffer at
time k. If the client has a single shared buffer, the underflow constraint is

Lhttp:/fwww.cis.ohio-state.edu/wuchi/Video/index.html. U(k)=L(k—1)+0b.
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Given a starting point for ruji+1, these algorithms select a trajec- Fig. 2(d). Depending on the scheduling model at the server, and
tory that extends as far as possible to limit the number of bandwidth the availability of traffic shaping hardware, the on—off schedules
changes. As a result, the trajectory for each run must eventually reach may be easier to implement than the other transmission plans.
both the overflow and the underflow curves, generatirfigmtier of
possible starting points for the next run, as shown in Fig. 1. Th® periodic Time Intervals
various bandwidth smoothing algorithms differ in how they select a
starting point for runj + 1 on rate increases and decreases, resulti
in transmission plans with different performance properties.

Given the different starting points on tif@ntiers the MCBA and

BA algorithms select trajectories that extend as far as possible

T T before reaching both thé& (%) and U (%) curves. Other smoothing

* MCBA: To minimize the number of rate decreases,eimum 5 qrithms focus on the (k) curve in constructing a schedule; if
changes bandwidth allocatigfMCBA) algorithm [16] performs - ecessary, these algorithms can iterate to compute a schedule that
a search operation on the frontier of each rate change foraa, satisfies the buffer constrainfor the U(k) curve.

starting point for the next run. This results in a transmission plan | PCRTT: In contrast to the four previous algorithms, thiece-

with the smallest possible number of rate changes (minimizes . -
), as well as the minimum peak bandwidth requirement. When wise constant rate transmission and ranspdPCRTT) algo-
mh P 4 ) rithm [19] creates bandwidth allocation plans by dividing the

implemented with a binary search, the MCBA algorithm has video stream into fixed-size intervals. Thi@(n) algorithm

a worst-case complexity aD(n” logn), where thelog n term enerates a single run for each interval by connecting the
arises from performing a binary search along the frontier of i%]tersection oin?s on the (k) curve, as shgwn in Fi 93,
each run; on average, the algorithms runCiinlogn) time. P . ' NG

. : ; the slopes of these lines correspond to the ratesn the
An alternate implementation, based on an algorithm from the resulting transmission plan. To avoid buffer underflow, the
robotics literature, ha®(n) complexity [21]. A sample schedule PCRTT scheme vertically offsets this plan until all of the

IS ShOYVI’I in Fig. 2(a)._ N runs lie above thel (k) curve. Raising the plan corresponds
« MVBA: Instead of minimizing the number of rate changes . : L . o
to introducing an initial playback delay at the client site;

m, the minimum variability bandwidth allocatiofMVBA) al- . o . -
. S . ) . the resulting transmission curve also determines the minimum
gorithm minimizes the variance in the rate requirements [17]. . : . :
acceptable buffer size to avoid overflow given the interval

MVBA initiates bandwidth changes at the left-most point along . P . . L
. . size, as shown in Fig. 3. The algorithm results in periodic rate
the frontier, for both rate increases and rate decreases. As a -
changes, as shown by the example in Fig. 2(e).

result, an MVBA transmission plagradually alters the stream’s . = .
rate requirement, sometimes at the expense of a larger number of E&F:J;l zsé:(r:::]i?gnczg iﬁgugggﬁ ;?tir?t?]?ge;f% esadChngm?c
small bandwidth changes. By avoiding a binary search along the 0 ran‘wmin (DP) to calculate a mi?limum-costptrgnsn{ission
frontier, the MVBA algorithm can have a worst-case complexity plar? that cogsists of runs [20]. Although dynamic program-
of O(n?). An alternate implementation of the algorithm can be PIe ' ) gh dynamic prog
derived that has)(n) worst-case complexity [28]. A sample ming offers a general framework for optimization, we focus
schedule in shown /in Fia. 2(b ' on the buffer sizé as the cost metric to facilitate comparison
. ) ) g- 2(b). ] with the other smoothing algorithms. The algorithm iteratively
For a given client buffer size, the MCBA and MVBA bandwidth  ¢omputes the minimum-cost schedule withruns by adding
smoothing a_lgonthms resglt_ln transm_ls_smn plans th_at minimize the 4 single rate change to the best schedule with- 1 rate
peak_bandW|_dth z_and maximize the m_|n|r_n_um bandwidth. Still, these changes. However, an exact solution, permitting rate changes
algorithms dlffer. in terms of.r'ate.varlablllt.y, the freguency of rate any time slot, would introduce significant computational
changes, and client buffer utilization, as discussed in Section Il complexity, particularly for full-length video traces. To reduce
C. Smoothing at the Peak Rate the computational o_verhgad, a heuris_tic yersion of the aIgori’Fhm
[20] groups frames into intervals, as in Fig. 3, when computing

In addition to generating transmission plans, the MCBA and each candidate schedule; then, the full frame-level information is

MVBA algorithms provide an efficient way to compute the minimum used to determine how far to raise the schedule to avoid buffer
achievable peak transmission rate. The next two algorithms use this underflow. This algorithm has a computational complexity of
rate to generate schedules with different performance properties. O(n?).
* RCBS: Given a maximum bandwidth constraint the rate-
constrained bandwidth smoothif@®@CBS) algorithm generates
a schedule with the smallest buffer utilization by transmittin
frames as late as possible, subject to the rate constraint |
[29]. Given the rater, this algorithm minimizes the maximum

As shown in Fig. 2(f), the resulting PCRTT-DP algorithm, using a
group size of 60 frames, produces bandwidth plans that are somewhat

imilar to MCBA plans, since both try to limit the number of rate
anges. In contrast, the original PCRTT algorithm produces a sched-

. ) . ) ule with a larger number of short runs, since the algorithm uses a sin-
buffer size required for the particular rate. Tli¥n) algorithm

) . le time interval throughout the video; in this example, a small inter-
starts with the last frame of the movie and sequences backw%raa

d the first f Any f h ds th val size is necessary to avoid overflow of the client buffer. The RCBS
i[owar _t, e first rame. Any rame that excee S the rate const_ra bn changes the transmission rate in almost every time unit, except
is modified to the maximum rate constraint and then transmitt

lier. As sh in Fig. 2 he RCBS plan foll h en large frames introduce smoothing at the peak rate. The next sec-
earlier. AS shown in ~g. (€), the plan fo ows the actuaj, , compares the smoothing algorithms across a range of client buffer
data rate for the movie rather closely, particularly for sma

: izes, video clips, and performance metrics to evaluate these tradeoffs
buffer sizes.

ON-OEF: Gi . bandwidth intth - in transmitting prerecorded, variable-bit-rate video. The properties of
* N - Given a maximum bandwidth constrainitheon-o the various smoothing algorithms are summarized in Table I.

algorithm generates a schedule that alternates between transmit-

ting at the peak rate (“on” period) and not transmitting at all

(“off” period), subject to the rate constraint [23]. TH&(n) I1l. PERFORMANCE EVALUATION

on—off algorithm minimizes the number of on—off segments, Using the traces from the video library, this section compares
subject to the rate constraint and the client buffer size, and resliandwidth smoothing algorithms based on a collection of perfor-
in transmission rates that fluctuate across time, as shownnrance metrics. These metrics include the peak rate requirements, the
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Fig. 2. Bandwidth Plans: These graphs show the transmission plans generated by four different bandwidth smoothing algorithms, applied to the movie
Speed and a 1-Mbyte client playback buffer. For the PCRTT algorithm, the graph shows the plan with the largest possible interval size that would not
overflow a 1-Mbyte buffer. (a) Min changes (MCBA), (b) Min variability (MVBA), (c) Min buffer (RCBS), (d) Min on-off (ON-OFF), (e) periodic
changes (PCRTT), and (f) dynamic prog. (PCRTT-DP).

variability of the bandwidth allocations, the number of bandwidth. Experimental Set Up

changes, and the utilization of the playback buffer. By applying Since some of the algorithms implicitly introduce playback delay,
these metrics to server transmission plans across a wide ramgepermit each algorithm to use the same playback delay to transmit
of realistic client buffer sizes, the simulation experiments shodata in advance for the first bandwidth run. For our experiments, we
cost-performance trends that affect the transmission, transport, dwade allowed a maximum prefetch time (before playback begins) of
playback of compressed video. 900 frames or 30 s. We note that depending on the movie, the size



306 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 1, NO. 3, SEPTEMBER 1999

- MCBA algorithms (in that order); exact comparisons of computa-
b tional overhead are difficult, since they would depend on the platform
and the details of each implementation. The PCRTT-DP algorithm,

end e S = using a group size of 60 frames for M-JPEG streams and allowing

up to 3000 rate changes, requires about 1 h to execute. Similarly,

DS ] for the MPEG streams, the PCRTT-DP algorithm uses group sizes of

; "~ bandyidth plan 12 and requires about 1 h to execute as well. Because the PCRTT-
EL e : DP algorithm starts with the number of rate chandés= 1 and

\ iteratively calculates the minimal cost of each successive bandwidth
bandwidth plan change, calculating a plan that has 1000 bandwidth changes requires
: the calculation of all plans with fewer bandwidth changes. To speed
: : this algorithm up, we calculated all the costs (in terms of the buffer
L . size) for each sequence of framesj), 0 < i < j < N. This reduces
frame number / the computational complexity of each bandwidth chang®te?).
Fig. 3. PCRTT Plan Creation: This figure shows the creation of a PCRTT

bandwidth allocation plan. First, the algorithm calculates the average fraiBde Peak Bandwidth Requirement

size for each interval (dashed line). Then, the algorithm raises the plan to avoidl.he eak rate of a smoothed video stream determines the worst-
buffer underflow. Based on the offset plan, the minimum buffer requirement P

is the maximum distance above the underflow curve. case bandwidth requirement across the path from the video storage on
the server, the route through the network, and the playback buffer at
the client site. Hence, most bandwidth smoothing algorithms attempt

b

offset

start b=

TABLE | L
BANDWIDTH SMOOTHING ALGORITHMS to minimize

Algorithm Optimization Complexity mfx{"“i }

MCBA [16], [21 Minimum rate changes . - .
[16], [21] - lang On) to increase the likelihood that the server, network, and the client have

MVBA [17] Minimum rate variability O(n) ffici handle th This i ially i

RCBS [18] Minimum client buffer usage O(n) su icient resources to handle the stream. is is especially important

ON-OFF [23]  Minimum number of on/off periods O(n) if the service must reserve network. bandwidth pased on the peak

PCRTT [19] Maximum spacing of rate changes  O(n) rate, or _|f the clleqt has a Iow-_bandW|dth cqnnectlon_to the networ_k.
PCRTT-DP [20] General optimization model 0(n?) In addition, reducing the maximum bandwidth requirement permits

the server and the network to provide deterministic guarantees to a
larger number of streams.
of the buffer, and the smoothing algorithms, that the prefetch delayFig. 4 plots the peak rateax{r;} as a function of the client buffer
was chosen to optimize the metrics for which they were createsize for each of the motion-JPEG and MPEG clips. The graphs plot
Except for PCRTT, most of the algorithms do not require such a largfee minimum peak rate achieved by the MCBA, MVBA, RCBS, and
playback delay; typically a few frames, or at most a few seconds, @N—OFF algorithms. For each video, the peak rate decreases as the
start-up delay are sufficient to remove the burstiness at the beginningfer size increases, with diminishing returns for larger buffer sizes.
of a video. The same basic trends hold for each of the motion-JPEG and MPEG
For the PCRTT and PCRTT-DP algorithms, which determine th&ips, as shown in Fig. 4(a) and (b), respectively, since motion-JPEG
buffer size as a by-product of computing the bandwidth plan, wand MPEG encodings should have similar variability in frame sizes
vary the window size (for PCRTT) and the number of rate changes the medium time scale. However, the MPEG clips typically show
(for PCRTT-DP) to generate a collection of plans, each with @more dramatic reduction in the peak rate for very small buffer sizes,
corresponding buffer size. The fixed window size in the PCRT3ince a small buffer allows the server to smooth over variations in
algorithm can result in fluctuations in the performance metrics as tframe sizes within an MPEG group-of-pictures. Also, the MPEG clips
buffer size increases, since a smaller window size can sometinfilesten sooner under large buffer sizes, due to the smaller average
result in a larger buffer requirement. The PCRTT-DP heuristitame sizes and the shorter video lengths of the MPEG clips.
computes bandwidth plans based on groups of 60 for the M-JPEGThe graphs in Fig. 4 also show some variation between the
streams (due to their substantially large number of frames) adiferent video clips. Under small buffer sizes, the movies with the
12 frames for the MPEG streams (to match the group-of-picturésgest variations in frame sizes also tend to have the largest peak
pattern) to reduce the computation time; sample experiments withndwidth requirements, due to the limited ability to smooth large
smaller group sizes resulted in similar values for the performanpeaks. In Fig. 4(a), thBeauty and the BegdE.T. (high quality) and
metrics. However, the frame grouping does limit the ability of th&lCAA Final Fourvideos are the top three curves, while ®eminar
algorithm to compute bandwidth plans for small buffer sizes; for smalldeos have the lowest peak bandwidth requirements for buffer sizes
buffer sizes, a more exact (and computationally expensive) versionle$s than 1 Mbyte. For the thr&eT.videos at different quality levels,
the PCRTT-DP heuristic should produce statistics that resemble the lower quality encodings have lower peak rate requirements, due
MCBA results, since both algorithms compute transmission plans thatthe smaller frame sizes at each point in the video. In fact, under
limit the number of rate changes. The frame-grouping and rate-chadaeer buffer sizes, th&.T. (low quality)video actually has éower
parameters both limit the algorithm’s ability to compute valid planpeak bandwidth than th&8eminarvideos. For large client buffers,
for small buffer sizes, since smoothing into a small buffer requiresnoothing removes nearly all of the burstiness in the stream, yielding
bandwidth changes on a very small time scale. a plan that stays very close to the mean frame size of 6305 bytes; the
For a typical 2-h video(n = 216000 frames), the MCBA, threeSeminawideos, digitized with a quality factor of 90, have larger
MVBA, RCBS, and PCRTT algorithms require a few seconds afverage frame sizes (8604, 8835, and 9426 bytes). Thus, for small
computation time on a modern workstation. The RCBS algorithivuffer sizes, the peak bandwidth requirement is generally driven by
generally executes in the smallest amount of time (after determinitiee maximumframe size, while for larger buffer sizes, the peak rate
the rate constraint), followed by the ON—-OFF, PCRTT, MVBA, anik driven mostly by theaverageframe size.
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Fig. 4. Minimum Peak Bandwidth Requirement: These graphs plot the peak bandwidth as a function of the client buffer size for each of the motion-JPEG
and MPEG video clips. The graphs plot the peak rate achieved by the MCBA, MVBA, RCBS, and ON-OFF algorithms, which minimize this metric.
(a) Motion-JPEG clips. (b) MPEG clips.
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Fig. 5. Peak Bandwidth Requirement Across All Algorithms: These graphs plot the peak bandwidth as a function of the client buffer size for each of
the bandwidth smoothing algorithms for two video clips. fayal Four (M-JPEG) and (b)Mr. Bean (MPEG).

While the MCBA, MVBA, RCBS, and ON-OFF algorithms mini- C. Variability in Bandwidth Requirements
mize the peak bandwidth, PCRTT and PCRTT-DP transmission plangn addition to minimizing the peak bandwidth, a smoothing algo-
typically do not have substantially larger maximum bandwidth r&ithm should reduce the overaltriability in the rate requirements
quirements. Fig. 5 plots the peak bandwidth as a function of the cliggf the video stream [17]. Intuitively, plans with smaller rate variation
buffer size for two of the video clips. These results are representatiigould require fewer resources from the server and the network;
of the performance of the PCRTT and PCRTT-DP algorithms on tigore precisely, smoother plans have lovedfective bandwidtire-
other video clips. In general, the PCRTT algorithm is limited by itguirements, allowing the server and the network to statistically
interval size since it does not have full flexibility to smooth acrossultiplex the maximum number of streams [30]. Even under a
intervals. Hence, the PCRTT algorithm has the most difficulty whegdeterministic model of resource reservation, the server's ability to
a video clip has areas of sustained large frames followed by arefmnge a stream’s bandwidth reservation may depend osizbef
of small frames (or vice-versa). These regions require small interthe adjustment|r;+1 — r;|), particularly on rateincreases If the
sizes to avoid overflow and underflow of the client buffer. Thesgystem does not support advance booking of resources, the server
small interval sizes, in turn, limit the algorithm’s ability to smoothor the network may be unable to acquire enough bandwidth to start
across larger time periods, resulting in a higher peak rate. transmitting frames at the higher rat&ince the video clips have
The PCRTT-DP plans often have smaller peak bandwidth re-
quirements than the PCRTT algorithm and are similar to the othet the system cannot reserve resources for the higher bandwijdih the
algorithms. In fact, an exact version of PCRTT-DP algorithm, usingdeo stream may have to adapt to a smaller rate to avoid terminating the

a group size of one frame, would generate transmission plans treapainder of the transfer. For example, Witltagergdencoding of th(_e video
f{eam, the server could reduce the transmission rate by sending only the
g

m|n|m|.ze th? peak bandwidth. However, the grouping of frames C%ﬁﬂer priority components of the stream [31], [32]. To limit the degradation
sometimes inflate the peak rate when a sequence of large framesifalligeo quality at the client site, the server can raise the stream’s rate as

within a single group. close tor;4; as possible.
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Fig. 6. Minimum Bandwidth Variability: These graphs plot the coefficient of variation (standard deviation normalized by the mean) of the bandwidth
requirements as a function of the client buffer size for the MVBA algorithm, which minimizes this metric. (a) Motion-JPEG clips. (b) MPEG clips.
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Fig. 7. Bandwidth Variability Across All Algorithms: These graphs plot the coefficient of variation (standard deviation normalized by the mean) of
the bandwidth requirements as a function of the client buffer for each of the bandwidth smoothing algorithms for two video clipras&@g Park
(M-JPEG). (b) Soccer 2 (MPEG).

different average rate requirements, Fig. 6 plots toefficient of quality factors have greater variability in the bandwidth requirements.
variation Although a coarser encoding reduces twerageframe size, some
frame lengths decrease more than others, depending on the scale of

stdev{co,c1, -+, cn_ ~

tew n1_1 1) detail in the scene.
1 ¢ While the MVBA plans consistently have the smallest variability
"= in bandwidth requirements, the MCBA plans typically have similar

lize th ibili . he diff h performance, as shown in Fig. 7. In fact, the coefficient of variation

Eﬁ normalztet evirla tl ity mettrtl_c ac.rozlst; € klltehrent strear;:s,w && the MCBA plans is rarely more than 5% higher than the

1€ Server transmits a rate at time:. ithoug € curves have a%Rrresponding MVBA plans across the range of buffer sizes and
similar shape to the peak-rate graphs in the previous subsection,

variability metric continues to decrease over a wider range of buﬁ%cr:ectlon of video clips in Fig. 6. The videos that show a higher

sizes. In general, the bandwidth variability metric is more affecte fferencs n t;agndv(\gldt_z t\]/&r;]&bﬂlty glsohshiﬂvxég:lghgrhj{jgfn?e n
by the variation in frame sizes across the entire clip rather than t| number of bandwidth changes in the an pians.

scene (or set of scenes) with the largest bandwidth requirements. NiS suggests that the higher variability in the MCBA plans stems

For each of the video clips, the coefficient of variation decreases(5@M its attempts to combine multiple bandwidth changes into a
a function of the buffer size. In general, the motion-JPEG and MPERgle transmission rate, rather than making gradual adjustments. Still,
clips have similar performance trends, though the MPEG clips habeth algorithms achieve low variability across a wide range of video
higher variability under small buffer sizes, due to the differences Hips while minimizing the peak rate and maximizing the minimum
frame sizes within a group-of-pictures. In Fig. 4(a), Beauty and transmission rate.
the BeastE.T. (quality 75) andE.T. (quality 90)videos exhibit the  In contrast, the RCBS plans have higher rate variability, partic-
most bandwidth variability. Interestingly, theT. streams witHower ularly under larger buffer sizes, since the algorithm only transmits
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Fig. 8. Minimum Frequency of Bandwidth Changes: These graphs plot the rate of bandwidth changes as a function of the client buffer size for the
MCBA algorithm, which minimizes this metric. (a) Motion-JPEG clips. (b) MPEG clips.
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Fig. 9. Bandwidth Change Frequency Across All Algorithms: These graphs plot the rate of bandwidth changes as a function of the client buffer size
for each of the bandwidth smoothing algorithms, except the RCBS algorithm. The rage change frequency for the RCBS plans remains above 800/min for
(a) Jurassic Park(M-JPEG) and above 600/min for (MTV 1 (MPEG), even for very large buffer sizes.

data early when it is necessary to avoid exceeding the peak rate léier streant. In addition, reducing the number of rate changes may
in the schedule. As a result, an RCBS plan often transmits smalso reduce complexity at the server, which must retrieve data from
frames at a low rate, resulting in a much lower minimum bandwiditlisk for each stream based on its scheduled rate. As a minor point,
than the MVBA and MCBA algorithms. Hence, the increase in rateeducing the number of rate changes also decreases the size of the
variability under the RCBS algorithm actually stems from #imeall transmission schedule, though this is typically small in comparison
transmission rates. The PCRTT and PCRTT-DP schedules have latgethe size of the actual video frames. Fig. 8 plots the minimum
variability in bandwidth allocations. Because the PCRTT algorithfitequency of bandwidth changes achieved by the MCBA algorithm.
smooths bandwidth requests based on fixed interval lengths, it can8woice the video clips have different durations, the graphs plot the
smooth a burst of large frames beyond the size of the intervélequencyof bandwidth changes

resulting in higher peaks and lower valleys. Under larger buffer sizes, m

the partitioning of the frames into fixed intervals plays a large role n

in d(_etermining the minimum gmount_ of buffering required to hav% changes per minute across a range of client buffer sizes, whise

continuous playback of the video. Finally, the ON-OFF schedulgss h mber of piecewise-linear segments in the smooth transmission

have very high variability, since the transmission rates aIternagghedme and is the number of frames in the video clip.

between zero and the peak rate. For all of the smoothing algorithms and video traces, the client
playback buffer is effective in reducing the frequency of rate change

D. Number of Bandwidth Changes operations. In Fig. 8(a), the bottom three curves correspond to the

In addition to reducing the variability in the resource requirements 4To further reduce interaction with the network, each video stream could

. . have a separateservation planfor allocating network resources along the
bandwidth smoothing also decreases the frequency of rate chan e to the client. This reservation plan could have fewer rate changes than

Decreasing the number of rate changes reduces the cost of negotiafi@gdunderlying transmission plan, at the expense of reserving excess link
with the network [13] to reserve link bandwidth for transportingandwidth [13], [17].
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Fig. 10. Gradual Changes in Frame SizesThis figure highlights the differences between the MCBA and MVBA plans for a 23-s segmaumtasisic Park

under a 128-kbyte playback buffer. The MVBA algorithm performs a large number of small bandwidth changes to track the gradual increases (decreases) i
the frame sizes. In contrast, the MCBA plan initiates a smaller number of larger rate changes (three changes versus 104 in the MVBA plan). Thiingorrespon
PCRTT plan has 31 rate changes. (a) Segmentuoassic Park (b) MCBA and MVBA plans. (c) PCRTT plan.

Seminarvideos, which do not require many rate changes due thanges, as shown in Fig. 10(b). During the first 400 frames of the
their small frame sizes and the low variability in their bandwidtlvideo segment, the frame sizes gradually increase over time. On
requirements. Th&ICAA Final Fourvideo requires the highest ratethis long stretch of increasing bandwidth requirements, the MVBA
of bandwidth changes, due to the large frame sizes and long-teafgorithm tends to follow the “curve” of the increase by generating a
variations in scene content. For a 64-kbyte buffer, this stream requisesjuence of small rate increases. A similar effect occurs during the
an average of 1.8 rate changes per minute under the MCBA plangiradual decreases in frame sizes for the remainder video segment.
contrast, the corresponding MVBA plan requires 8.5 rate changesFig. 10(b), note that the area between the two plans, in the range
per minute. In general, MCBA requires many fewer rate change$ frames 12 720-12900, is approximately equal to the size of the
than the other algorithms, as shown in Fig. 9. For some movies asmoothing buffer. This suggests that the MVBA plan has filled the
buffer sizes, the MVBA plans have up to 14 times as many bandwidthent buffer, requiring a more gradual response to the rate increases in
changes as the corresponding MCBA plans. This occurs becausettigevideo segment. In contrast, the MCBA plan has a nearly empty
MVBA algorithm introduces a larger number of small rate changdsuffer, giving the algorithm greater latitude in adjusting the server
to minimize the variability of bandwidth requirements in the servdransmission rate; referring to Fig. 1, this is a case where the MCBA
transmission plan. algorithm selects a starting point at thight-mostpoint along the

As an example, we compare the MCBA and MVBA algorithms ofrontier, whereas the MVBA algorithm selects tledt-mostpoint.
the 23-s video trace shown in Fig. 10(a). For a 128-kbyte buffer, Although the MVBA plans often have fewer rate changes than
the MVBA algorithm introduces 104 rate changes (55 increasd®e corresponding PCRTT plans, the PCRTT algorithm sometimes
and 49 decreases), while the MCBA plan has just three bandwidtanerates fewer rate changes under moderate buffer sizes. For these
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Fig. 11. Minimum Average Buffer Utilization: These graphs plot the
average buffer utilization as a function of the client playback buffer size for
the RCBS algorithm, which minimizes this metric. (a) Motion-JPEG clips.
(b) MPEG clips.

120

100

buffer sizes, the PCRTT algorithm is effective at combining sever% %
bandwidth runs of the MVBA algorithm into a single rate interval. For§
example, in Fig. 10(c), the PCRTT algorithm generates only 31 rat§ &0
changes, in contrast to the 104 changes in the corresponding MVBA
plan. The PCRTT-DP algorithm produces bandwidth allocation plang “°
that are very similar to the MCBA algorithm, since they both strived
to minimize the number of rate changes; however, under smaller20
buffer sizes, the PCRTT-DP heuristic generates more bandwidth
changes due to the frame-grouping factor. In contrast to the PCRTT 0
algorithms, the RCBS plans tend to follow the sizes of the individual
frames for most of the stream, except when some workahead trans-
mission is necessary to avoid increasing the peak rate for transmitting
the video. With a small client buffer, the RCBS algorithm requires
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nearly 1800 rate changes per minute (i.e., one per frame!). Althougly 1> guffer Utilization: This figure shows the buffer utilization over

the number of rate changes decreases as the buffer size growsii

for smoothing the movieCrocodile Dundeewith an 11-megabyte

RCBS algorithm still generates significantly more bandwidth changekyback buffer. (a) RCBS and Inverse RCBS. (b) MVBA. (c) PCRTT.

than the other algorithms except for extremely large buffer sizes.

significant buffer resources at the client site. For a given &ize

E. Buffer Utilization

for the playback buffer, a smoothing algorithm could strive to

Although bandwidth smoothing reduces the rate requirements fonit buffer utilization while still minimizing the peak rate [18].
transmitting stored video, workahead transmission may consufeducing the buffer utilization allows the client to statistically share
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the playback space between multiple video streams, or even othdixed buffer size, is a possible avenue for research. More generally,
applications. If the client application can perform VCR functionghe use of dynamic programming in the PCRTT-DP algorithm offers
such as rewinding or indexing to arbitrary points in the video stream, valuable framework for minimizing “costs” that are functions

a bandwidth plan that limits buffer utilization also avoids wastingf multiple performance metrics. Similarly, hybrids of the other
server and network resources on transmitting frames ahead of #ineoothing algorithm should be effective in balancing the tradeoffs
playback point. With fewer future frames in the playback buffehetween different metrics. For example, extensions to RCBS (or
the client can cache multiple frames behind the current playbaitiverse RCBS) algorithm could operate over coarser time intervals to
point, allowing the service to satisfy small VCR rewind request®duce the variability in the transmission plans without significantly
directly at the client site. Although the client could statically allocatehanging the buffer utilization properties.

buffer space for rewind operation, this would reduce the effectivenesdUltimately, the construction of server transmission plans should
of bandwidth smoothing by offering a smaller value ofto the depend on the actual configuration of the server and client sites, as
smoothing algorithm. Instead, we focus on the utilization of thevell as the degree of network support for resource reservation and
playback buffer across time, to determine the average amountpafiformance guarantees. For example, the server may have additional
rewind space available. latitude in smoothing video streams if the client is willing to tolerate

The utilization of the client buffer corresponds to how far theome loss in quality; for example, the server could avoid rate change
transmission schedule lies above the lower constraint cdliid@. operations by occasionally dropping frames, particularly if the stream
By design, RCBS plans stay as close to fhg) curve as possible, has a layered encoding. These new schemes can broaden the family
without violating the peak rate restriction. The RCBS plan has les§ bandwidth smoothing algorithms to tailor video transmission
than 15% buffer utilization for most of the video clips in Fig. 11protocols to delay, throughput, and loss properties along the path
In fact, an RCBS plan only reaches tfi&%) curve during the from the server, through the communication network, to the client
bandwidth runs that must transmit frames at the peak rate. Fites.
example, Fig. 12(a) shows the buffer utilization across time for the
RCBS algorithm for the motion-JPEG vidé&lrocodile Dundeeand
an 11-megabyte client playback buffer. For comparison, the graph REFERENCES
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