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Abstract

Increasingly the problems of recognising faces under a variety of viewing conditions, including depth rotations, is being considered in the field. The concept of norm-based coding in face recognition is not new but has been little investigated in machine models. Here we describe a norm-based face recognition system which is capable of generalising from a single training view to recognise novel views of target faces. The system is based upon the characteristic nature of faces as they move through a pose-varying eigenspace of facial images and deviations from the norm of a gallery of face images. We illustrate the use of the technique for a large range of pose variation.

1 Introduction

Recognising human face over larger pose changes has, until recently, been considered a very difficult task in automated face recognition and one often avoided. This is essentially because different faces in similar poses appear more alike than the same face at very differing views. Several researchers have shown that the identity information in human faces is obtainable and transferable to novel views. Edwards et al [2] have demonstrated that a linear discriminant analysis in an eigenspace of face shapes/textures can maintain identity information over a range of poses. Duvdevani- Bar et al [1] have shown that a neural network classifier can generalise to novel views of unseen subjects by similarity to a chorus of prototypes - essentially several measures of similarity to prototype (training) faces. Similarly, Graham and Allinson [3] have shown that the trajectory of a face undergoing pose changes through an eigenspace of pose-varying images (which they refer to as an eigensignature) is predictable and may be used to recognise faces at novel views. Finally the Gabor-wavelet work of the Bochum/USC group [7] has shown that by using prior knowledge of faces undergoing pose changes the linear transformation of local feature vectors from one pose to another is obtainable and hence may be utilised for the recognition of novel views (as long as the linear transformation is known for the pose of the novel view).

A common feature of all of these systems is that they rely on a similarity measure to recognise a face - i.e. a face is recognised by measuring the distances between it and all members of the target gallery of faces using some system-dependent metric. An alternative to such similarity functions is suggested by several observations from face recognition by humans - namely that of norm-based face-recognition. In a norm-based system a face would be characterised (and hence recognised) by its distance from the norm of the gallery of faces. Rhodes and Tremewan [8] have shown that the effect of producing caricatures (i.e. enhancing deviations from the population norm) can increase recognition rates; that negative caricature (i.e. reducing the deviation from the norm) decreases recognition rates, but that caricatures orthogonal to the deviation from the norm dramatically reduce recognition rates. This behaviour would suggest that the human face recognition system is influenced by deviations from the norm and is dependent upon the direction of such deviation. The remainder of this paper will describe a norm-based face recognition system which can be used to recognise faces over a large range of poses and viewing conditions. The basis of the system relies on obtaining a characteristic norm vector for the face population and using it to represent a gallery of faces, i.e. each face is represented by its position relative to the norm of the population. In order to determine the effects of direction from the norm, and not merely distance, we will examine the gallery of faces in terms of their norms with the population norm.
2 Norm based representation

In order to recognise images of faces we require a representation method for each individual to be recognised. In the majority of face recognition systems the representation for an individual must be formed from a single training image. Recognition is this scenario then consists of matching the test image (or probe) to the set of stored representations (the gallery). In almost all recognition systems the viewing condition of the test probe is known or can easily be determined. In many cases there exists only one test condition - for example a single (and consistent) change in expression or pose. Clearly this represents a major limitation for a face recognition system. The problem of pose-varying face recognition may be phrased in terms of a set of discrete systems specific to a single pose (multiple observers) - yet such systems will fail for a pose not included in the range covered by the set of single views. Confusingly, there exists a useful and near-linear region around the frontal pose ($\pm 20^\circ$) for which most models seem to work. This restricted pose variation is often considered sufficient to illustrate pose invariance for recognition. Such limitations apply to the studies of Edwards et al [2] and Wiskott et al [9]. In human face recognition small variations are rarely considered - the transfer of information from one viewing condition to another is usually only examined for full, three-quarter and profile views. Attempts at such large pose-varying recognition have been given by Duvdevani-Bar et al [1], Graham and Allinson [3] and for a single pose variation by Okada et al [7]. The major drawback of these systems is that they require a discrete set of poses and, with the exception of [1] & [3], are unable to interpolate between known poses. The system presented here considers that an individual is defined by the vector from the norm of the face population - and that this vector remains (relatively) constant over all poses. So it becomes feasible to recognise test images by computing the norm vector of the probe to the population norm and then matching this vector to the gallery of similarly formed norms. This idea is based upon the concept that an individual’s face exhibits a distinctive characteristic through a pose-varying eigenspace - as noted in McKenna at el [4] for pose-determination and as used for recognition in [3]. Unlike the related works [1] and [3] where identity information is extracted using neural network models, what we attempt here is a specific extraction of identity information from the eigenspace. By showing that this information is obtainable directly we illustrate further understanding of the identity information obtainable from facial images over changing pose.

2.1 Forming the norm curve

Using principal components analysis of a set of pose-varying images provides an eigenspace suitable for the representation of faces over the range of poses used to form the eigenspace. In such eigenspaces it has been shown by Nayar et al [6] that objects exhibit continuous trajectories. With a set of pose-varying faces we can form an eigenspace and examine each individual in this eigenspace. In Figure 1 we see the distribution of 20 individuals in a total of 566 images ranging from frontal to profile views for the first three eigenvectors of the principal components analysis.

![Figure 1: The population and norm in the eigenspace.](image)

Given these images it is relatively straightforward to form an average of each person over the range of poses in the database (frontal to profile here). Taking each person in turn we can select several points along their trajectory through the eigenspace to form an estimate of the norm curve on which to base our representation of faces. This is the curve shown through the points in Figure 1. It is the discrete pose sampled representation of the norm that we use for recognition. Linear interpolation can be used to determine any point on this norm curve. Figure 2 shows these discrete points when reconstructed in the image domain using 100 eigenvectors (from 500). It can be seen that this norm provides a reasonable foundation for representing faces over the pose range considered here.
2.2 Forming representations

Given this discrete norm curve we then require a method of implementing the gallery and the ability to generalise from this gallery when presented with a test probe of a novel view of a known individual. Note that what is proposed here essentially means that we consider every individual to consist of a manipulation of the norm curve and that this behaviour is simple to obtain. Several strategies will be considered for this process in the following section. Essentially, we can say that, given a gallery image (training image) it is sufficient to store the norm vector \( g_i \) which defines the nearest point normal to the norm curve (hence the “Norm-2” title) and the anchor point on the norm curve which defines that vector \( n_1 \). This representation is illustrated in Figure 3. It can be seen that it is now feasible to attempt recognition of faces in other views than the gallery using a transformation of the test probe norm \( g_p \). The experiments of the next section will demonstrate that this model is sufficient to recognise individuals over a large range of poses given a single training image.

3 Experimental results

In order to test the above formulation we set ourselves a particularly difficult face recognition task. We supplied the training algorithm with a single, central (3/4) view of each of the 20 individuals in the database. Recall that for each individual we have an average of approximately 28 images covering the pose range from frontal to profile approximately evenly. We shall attempt to recognise every image of each person given only the single training image using a variety of formulations with the norm-based coding approach. While we may not expect high recognition rates from such an experiment, we can show that the norm-based method is a viable representation for recognition and that the pose-free nature of the process demonstrates that a pose-bound model is not essential for a recognition system. We shall see later an application of this approach to a publicly available face database for which comparable recognition results are available.

3.1 Norm-based measures

The main objective of this paper is to establish whether the normal distance vector from a test probe to the population norm curve may be used for recognition purposes. There are several methods of using this distance. Firstly we may use the norm as the identity vector - the vector for the probe \( g_p \) is compared with the gallery of normal vectors \( g_i \) using the value of the
angle between the two vectors,
\[
d_{\text{norm}} = \theta = \cos^{-1} \frac{\mathbf{g}_p \cdot \mathbf{g}_i}{\| \mathbf{g}_p \| \| \mathbf{g}_i \|}
\]
and the minimum of this distance for all members of the gallery is proposed to be the same individual as the probe.

This measure assumes that at all points relative to the population norm an individual will deviate in the same direction from the norm. It also ignores the magnitude of this deviation (ignoring caricature effects). To include possible caricature effects we calculate \( \theta \) as above and then use the ratio of probe to gallery as a scaling factor before finding the maximum value:
\[
d_{\text{car}} = \frac{\| \mathbf{g}_p \|}{\| \mathbf{g}_i \|} \cos \theta
\]

Although this measure is only of relevance when caricature effects have been applied to the probe images and will not be examined here.

More interestingly we may assume that the norm vector for a probe face may be used to estimate the location in the eigenspace of any other pose by adding the norm vector for the probe to the norm curve for the population at all points on norm curve. This is essentially an attempt at reconstructing an image of a face in a different pose from the probe and then matching the reconstructions to the gallery. Recall that each image in the gallery is defined by its norm vector \( \mathbf{g}_i \) and the point on the norm curve which anchors it \( \mathbf{n}_i \). Recognition using this information essentially performs the nearest neighbour operation on the vectors \( \mathbf{n}_i + \mathbf{g}_p \) and \( \mathbf{n}_i + \mathbf{g}_j \) for all \( i \). The measure will be referred to as \( d_{\text{est}} \) and is defined by:
\[
d_{\text{est}} = \| (\mathbf{n}_i + \mathbf{g}_p) - (\mathbf{n}_j + \mathbf{g}_j) \| = \| \mathbf{g}_p - \mathbf{g}_j \|
\]

Finally, it becomes apparent after initial experiments using these measures that the norm vector alone does not remain constant over a large enough range of poses for recognition purposes. However, there may be a relationship between the norm vectors \( \mathbf{g}_i \) and the anchor points on the norm curve \( \mathbf{n}_i \). Using any prior experience we have of individuals over a range of poses we may attempt to model this variation and utilise it to enhance the estimate of a probes norm at another pose. Essentially we use our experience of an individual \( p \) over a range of poses \( j \) to give us a set of anchor points \( \mathbf{n}_j^p \) and norm vectors \( \mathbf{g}_j^p \). We know the gallery pose for this person which is defined by \( \mathbf{n}_i \) and \( \mathbf{g}_i \). We can then attempt to deduce a relationship between the anchor points \( \mathbf{n}_j^p \) and the difference between the norm vector \( \mathbf{g}_j^p \) and the gallery norm vector for that individual \( \mathbf{g}_i \). If we assume a linear model for this relationship then we may write:
\[
(\mathbf{g}_j^p - \mathbf{g}_i) = \mathbf{Wn}_j
\]

To summarize our experience of the relationship between all anchor points and the norm differences we calculate \( \mathbf{W} \) using:
\[
\mathbf{W} = \mathbf{GN}^+\]

where \( \mathbf{G} \) is the matrix of differences between \( \mathbf{g}_j^p \) and \( \mathbf{g}_i \) and \( \mathbf{N}^+ \) the pseudo-inverse of the matrix of anchor points. The matrix \( \mathbf{W} \) thus gives us the weight matrix of a linear associator relating these factors. We use this matrix to refine our estimate of the norm vector for a probe:
\[
\tilde{\mathbf{g}}_p = \mathbf{g}_p + \mathbf{Wn}_p
\]

We can then perform recognition using the \( d_{\text{est}} \) measure with the refined version of the probe norm. The measure will be referred to as \( d_{\text{fin}} \) where:
\[
d_{\text{fin}} = \tilde{\theta} = \cos^{-1} \frac{\tilde{\mathbf{g}}_p \cdot \mathbf{g}_i}{\| \tilde{\mathbf{g}}_p \| \| \mathbf{g}_i \|}
\]

In the following experiments our experience of faces \( \mathbf{G} \) and \( \mathbf{N} \) is formed from all available subjects except the probe face and we form the weight matrix \( \mathbf{W} \) using the pseudo-inverse equation given earlier.

### 3.2 Comparing the measures

Table 1 illustrates the performance of these norm-based recognition methods on the database described earlier. The error rates given are for the 1 from 20 recognition task (\( \delta_{20} \)). The figures in brackets are the standard deviations (over test subject). We note that there is a large amount of deviation for the first two measures indicating a large amount of variation in each particular test subject’s distinctiveness when using these measures. The considerable improvement obtained when using the refined version of the normal distance measure is accompanied by a reduction in the amount of variation per subject. This indicates that this measure has captured a further degree of the identity information available within this representation.

<table>
<thead>
<tr>
<th>( d )</th>
<th>( d_{\text{norm}} )</th>
<th>( d_{\text{est}} )</th>
<th>( d_{\text{fin}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta_{20} )</td>
<td>0.40 (0.21)</td>
<td>0.31 (0.21)</td>
<td>0.13 (0.10)</td>
</tr>
</tbody>
</table>

Table 1: Norm-based error rates (and deviations).
Figure 4 gives the cumulative rank behaviour for the above experiments using each of the three distance measures. The areas under the curves for each measure are 0.89, 0.93 and 0.96 respectively. It can be seen from these results that the identity information available in the norm-based representation has been effectively captured - especially in the refined norm measure $d_{\text{lin}}$.

### 3.3 Discussion

Clearly the experiments reported here are demonstrating the usefulness of a population norm curve and vectors normal to this curve for recognition. The considerable decrease in error rates between the simple norm and the adjusted norm demonstrates that the information available in this representation is a persistent and characteristic measure of identity over a range of poses. The refined norm measure $d_{\text{lin}}$ shows that 87% of the images ranging from frontal to profile are correctly recognised having previously seen only a single image of each individual. This constitutes a substantial amount of generalisation from a single image and illustrates that norm-based coding extracts an identity-specific representation from the face which can be used as the foundation for a recognition algorithm. It is also feasible that, as the norm vector remains effectively constant over a small range of poses, that this vector can be used to track faces (and hence identity) in image sequences.

### 4 A comparative experiment

While the results of section 2 illustrate the performance characteristics of a norm-based recognition system the experiments performed to test this recognition lack a comparison with other work in the field. As discussed earlier, few experiments have been reported which permit a comparison of techniques. One paper which does permit a comparison is the one by Duvdevani-Bar et al [1]. In their paper 15 different images of 18 subjects (5 different poses, 3 different expressions) are recognised having previously seen a single (gallery) image of the 18 individuals only. Recognition in their work is carried out by establishing a *chorus of prototypes* using 10 other individuals in the same set of poses. This produces a neural network classifier which produces a 1 for each class (individual) and 0 for the others when presented with an image of the target in any of the 15 poses. A new subject (i.e. one of the gallery images) is then characterised by its response in all 10 of the networks classes. Recognition matches a probe to the 18 characteristic responses to the gallery images. The images used are part of the Weizmann FaceBase [5]. In summary, Duvdevani-Bar et al achieved an error rate of 0.31 having trained an RBF classifier on the 10 training people and using that to recognise the remaining 18 when each of the 18 members of the gallery have only seen the image in the frontal pose with neutral expression (VP2, EX1, IL0). This is the result from the recognition of each test image matched against the full 18 members of the gallery. Matching against only 3 members of the gallery reduced the error rate to 0.08 - which compares with 0.04 of a similar experiment on the same database when human subjects were asked to recognise the same images.

When using the norm-based methods described in section 2 we require some population knowledge to form the norm-curve. For a comparative experiment we limit this norm-curve to be represented the averages of each of the 10 training image at each of the 15 viewing conditions. Additionally the 10 training individuals can be used to attempt to capture any of the systematic variations between the norm vectors over pose changes. Table 2 illustrates the comparative performance of the distance measures $d_{\text{norm}}$, $d_{\text{est}}$ and $d_{\text{lin}}$ for the recognition tasks of 1 in 18 ($\delta_{18}$) and 1 in 3 ($\delta_{3}$), with the results of Duvdevani-Bar et. al. (Duv) for comparison.

Here we see that the simple norm measure $d_{\text{norm}}$ has a comparable performance to the Duvdevani-Bar experiment. The $d_{\text{est}}$ measure is
<table>
<thead>
<tr>
<th>$d$</th>
<th>$d_{norm}$</th>
<th>$d_{est}$</th>
<th>$d_{tin}$</th>
<th>Duv</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_8$</td>
<td>0.33</td>
<td>0.44</td>
<td>0.56</td>
<td>0.31</td>
</tr>
<tr>
<td>$\delta_3$</td>
<td>0.10</td>
<td>0.13</td>
<td>0.16</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Table 2: Error rates for the comparative experiment.

slightly worse - perhaps reflecting the non-continuous nature of the pose changes in the Weizmann Face-Base. The poor performance of the $d_{tin}$ measure is entirely due to the fact that the weight matrix $W$ is formed from only the 10 training subjects and then must generalise to the 18 test subjects. The experiment was performed in this way in order to compare the two methods as fairly as possible. Without enough experience of the variation of the norm over the viewing condition changes we cannot generalise sufficiently for novel individuals - and the attempted generalisation has a detrimental effect. It should be noted that the comparable performance of the $d_{norm}$ measure is achieved by explicitly capturing the norm-based data and using this information for recognition purposes. It is not unreasonable to assume that such identity information extracted by both models may be similar.

5 Summary

We have demonstrated a method of representing and recognising faces over a large and continuous range of poses. The method of dealing with large pose ranges is only limited by the experience provided by the database used to construct the population norm. We have shown that the representation used in the norm-based scheme exhibits similar performance characteristics to a comparable model despite being limited by a lack of image experience. The norm-based schemes described here models the identity in an explicit manner as a direct consequence of its formation. The norm vectors used for recognition are reliable identity indicators in the eigenspaces constructed over a large range of poses. The present norm-based coding has been carried out in an pose-varying eigenspace yet there is no reason why a norm-based approach should not be used in other subspaces such as a Gabor-wavelet one [9]. Future work will examine the norm-based methods in such alternative subspaces. Of additional interest we can investigate norm-based processing in the image domain as a means of reconstructing high quality images from low quality sequences. We will also examine the nature of identity confusion and similarity within this model including possible caricature effects.
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