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Abstract—A new Kalman-filter based active contour model is proposed for tracking of nonrigid objects in combined spatio-velocity space. The model employs measurements of gradient-based image potential and of optical-flow along the contour as system measurements. In order to improve robustness to image clutter and to occlusions an optical-flow based detection mechanism is proposed. The method detects and rejects spurious measurements which are not consistent with previous estimation of image motion.
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1 INTRODUCTION

In a variety of applications of image technology, such as medical image analysis [1], human motion modeling, and visual servoing, it is desirable to track the boundaries of nonrigid objects and to analyze their motion. Considerable work has been done during the past few years in boundary tracking and motion analysis of nonrigid objects in the context of snake models [6], [9], [15], [16], [21]. These techniques are based on spatial measurements of gray levels or on the position of image features [5], [21]. Recently, a new snake model was proposed, namely the velocity snake, which is an active contour for real time tracking in combined spatio-velocity space [20]. The proposed work presents a stochastic version of the velocity snake and a robust Kalman filtering approach for it.

Boundary tracking with deformable planar contours, known as snakes, was originally introduced by Terzopoulos et al. (e.g., [21], [15]). Snakes are deformable contours that move under the influence of image-intensity “forces,” subject to certain internal deformation constraints. In segmentation and boundary tracking problems, these forces relate to the gradient of image intensity. Considerable work has been done to overcome the numerical problems associated with the solution of the equations of motion and to improve robustness to image clutter and occlusions. Curwan and Blake [9] proposed a B-spline representation of active contours. Dubuisson et al. [10] employed polygonal representation in vehicle tracking problems, and Metaxas and Terzopoulos [19] proposed a deformable superquadric model for modeling of shape and motion of 3D nonrigid objects. Other active contour methods for matching and for reconstruction of nonrigid objects, were proposed by Basle and Deriche [6], in the case of 3D modeling, and by Cootes et al. [8]. All of the above methods are based on measurements of image intensity or on the positions of image features.

Real-time visual tracking of rigid and nonrigid objects has been the subject of intensive research during the last few years. Tracking of 3D objects via model-based techniques can be found in the works of Gennery [11] and Lowe [17]. Both methods use temporal measurements of features and a Kalman filtering estimation approach [12]. Contour tracking of objects, using Kalman filter estimation [12], can be found in the original Kalman snake model of Terzopoulos and Szeliski [21] and in the B-spline active contour of Blake and Isard [5]. The latter, which uses measurements of a basic tracker to optimize the performance of the tracking scheme, was recently extended to obtain the optimal Bayes estimator [14]. The result is obtained through estimation of the probability distribution function of position. This method, however, is computationally expensive. The most related work to the velocity snake model is the tracking method proposed in [6], [7], wherein the algorithm searches for the best model-based transformation of shape between successive images. The resulting contour is then relaxed to nearby boundary through edge-based energy minimization.

In this work, we present a robust Kalman filtering approach for the velocity snake model. The proposed method employs optical-flow measurements and a robust Kalman filtering method (e.g., [4]) to detect and reject measurements which belong to other objects, thus resulting in a tracking scheme which is robust to partial occlusions and to image clutter. In the following, we present the basics of the Velocity Snake originally proposed in [20].

Consider the closed contour \( c(s, t) = (x(s, t), y(s, t)) \) for some spatial parametric domain \( s \in [0, 1] \) and time \( t \). Let \( v_s \triangleq \frac{dx}{ds} \) and \( v_t \triangleq \frac{dx}{dt} \). The Lagrangian energy of the snake is given by [21]

\[
\frac{1}{2} \int_0^1 \left[ \left( \frac{\partial}{\partial s} \hat{F}(s, t) \right)^2 + \left( \frac{\partial}{\partial t} \hat{F}(s, t) \right)^2 \right] ds + \int_0^1 \left( \frac{\partial}{\partial s} \overline{L}(s, t) v_s \right)^2 ds + \int_0^1 P(v, t) ds, \tag{1.1}
\]

where \( P(v, t) \) is the potential field energy of the contour. Given the image sample at time \( t, I(x, t) \), where \( x = (x, y) \) denotes the spatial coordinates, typical potential field energy for boundary segmentation, satisfies \( P = -|\nabla I(x, t)| \), where \( \nabla I = (I_x, I_y) \) denotes the spatial gradient of \( I(x, t) \). Let \( v_i \) denote the apparent velocity of the image at the contour position. The energy dissipation function which is used to dampen the Langrangian energy (1.1) is given by [20]

\[
D(v_i, v_i') = \gamma \int_0^1 \left[ L(t) v_i - v_i' \right] \left[ L(t) v_i - v_i' \right]^T ds + \beta \int_0^1 \frac{\partial}{\partial s} \frac{\partial}{\partial s} v_i \left[ L(t) v_i - v_i' \right] ds \quad \gamma > 0, \beta > 0, \tag{1.2}
\]

where \( L \) is a real matrix. The second term represents a smoothness constraint. Using (1.1) and (1.2), the Euler-Lagrange equations of motion of the velocity snake are given by [20]

\[
\mu_{v_i} + \mathcal{C}(v_i, v_i') - \rho \frac{\partial}{\partial s} v_i - \frac{\partial}{\partial s} (w_i v_i') + \frac{\partial^2}{\partial s^2} (w_i v_i') = -\nabla P(c(s, t)), \tag{1.3}
\]

where the velocity control term \( \mathcal{C}(v_i, v_i') \) satisfies

\[
\mathcal{C}(v_i, v_i') = LL^T (v_i - v_i'). \tag{1.4}
\]

Using basic results from feedback control theory [22], we showed in [20] that the contour will converge to a boundary moving at a constant velocity if the initial contour is sufficiently close to the boundary of the moving object and if we have the velocity of the object at the contour position (which could be computed via optical flow techniques). This result is due to the combined velocity and state control terms (1.4) and \(-\nabla P\). The stability and the convergence rate of the system improve as the absolute value of eigenvalues of \( L \) increase [20]. However, large gain control will be required for an increased sampling-rate along time when solving the system equations. Also, it may increase the influence of measurement noise. In [20], we showed that the lack of motion control in the original snake model [21] causes a bias in the contour position. This could lead to serious tracking problems even in the case of noncluttered environments [20].

Various techniques for estimation of the apparent velocity \( v_i' \) at the contour position had been proposed in [20]. These methods are...
based on the optical flow constraint equation [13] and on integration of measurements along time [2].

In [20], we showed that, in the special case where \( L = \nabla I(v(s, t)) \), the velocity control (1.4) becomes

\[
C(v_i, v_j) = \nabla I(V^T v_i + I_i) .
\]

This result is due to the optical-flow constraint equation [13]. In this model, there is no need to estimate the image velocity since the optical flow term provides a measure of the error in velocity estimation. Compared to the model in (1.3) and (1.4), however, this approximation is more sensitive to measurement noise and to numerical approximation as, instead of the velocity error, it has a projected version on the direction of \( V \). In the following, we shall refer to the system with the control (1.4) as the Batch-Mode model and to the one with (1.5) as the Real-time one.

The discretization of the velocity snake model in space is based on equidistant sampling of \( v(s, \cdot) \) along \( s \), with \( x = [u_1, \ldots, u_M] \) and \( u_i = (x_i, y_i) \) denoting the snake points, and on finite difference approximation of partial derivatives in space [20], [21].

2 Kalman Snake Model in Spatio-Velocity Space

In this section, we propose a Kalman filtering approach to the deterministic, least-squares based, velocity snake model (1.3) [20]. We propose two types of estimation models: Batch Mode model, in which the velocity is estimated independently of the contour dynamics and treated as an input to the tracking model, and Real Time Mode, which uses measurements of image velocity and spatial intensities to adjust the expected position and the covariance of the contour’s parameters.

2.1 Batch-Mode Kalman Filter Model

Consider the discrete model of the velocity snake (1.3) with the control (1.4). Let \( \xi = [x_1, x_2, \ldots, x_M]^T \) and \( \eta = [y_1, y_2, \ldots, y_M]^T \) denote the vector of sampling points corresponding to \( u, \) with \( u_i = (x_i, y_i) \), \( V = [\xi^T, \eta^T]^T \), and \( \dot{V} = [\dot{\xi}^T, \dot{\eta}^T]^T \), where \( \dot{V} \) denotes the derivative of \( V \) with respect to \( t \). We denote the Gaussian probability density with mean vector \( \mu \) and covariance matrix \( Q \) by \( N(\mu, Q) \). Using finite difference approximation of partial derivatives along space [16], the first order form of the velocity snake model (1.3), with the velocity control (1.4) and \( L = I_M \), is given by

\[
\frac{d}{dt} \begin{bmatrix} V \\ \dot{V} \end{bmatrix} = \begin{bmatrix} O_{2M \times 2M} & I_{2M} \\ -1/\mu & -1/\mu \end{bmatrix} \begin{bmatrix} \xi \\ \dot{\xi} \end{bmatrix} + \begin{bmatrix} 1/\mu \end{bmatrix} \begin{bmatrix} \rho \dot{\xi} \dot{\eta} + \eta \end{bmatrix} \begin{bmatrix} V \\ \dot{V} \end{bmatrix},
\]

(2.1)

where \( O_{NM} \) is an \( N \times M \) zero matrix, \( I_{2M} \) is a \( 2M \times 2M \) Identity matrix,

\[
\Sigma = \begin{bmatrix} K & O_{M \times M} \\ O_{M \times M} & K \end{bmatrix}
\]

and \( \Psi = \begin{bmatrix} D \\ O_{M \times M} D \end{bmatrix} \).

Here, the matrix \( K \) consists of the deformation constraints imposed by \( w_1 \) and \( w_2 \) in (1.3) [21], [16], and \( D \) is the discrete-derivative matrix [20]. The input vector of apparent velocity is denoted by \( U_i = [\xi^T, \eta^T] \) where \( \xi^T, \eta^T \) are the components of the apparent velocity on \( u \) in the \( x \) and \( y \) directions, respectively. This model is characterized by an exponential decaying of measurements along time and, thus, allows the system to adapt to changes in the apparent velocity. Note that the changes in the projected motion may be due to motion in 3D or to nonrigidity property of the object. As an alternative to the proposed nonrigid motion model, Basile and Deriche [7] proposed estimating the best match of shape between successive frames under a given rigid transformation. This method would break, however, in the presence of nonrigidity, image clutter and occlusions. Let \( \Pi = [\Pi_\xi, \Pi_\eta] \), where \( \Pi_\xi \) and \( \Pi_\eta \) are diagonal matrices with the diagonal elements given by \( I_\xi(u) \) and \( I_\eta(u) \), respectively, and \( \partial \mathcal{P} = [\mathcal{P}_\xi(u), \mathcal{P}_\eta(u)]^T \). The measurement vector is given by

\[
\partial \mathcal{P} = \mathcal{P}^\eta = \begin{bmatrix} I_\xi \cr 0_{2M} \end{bmatrix} \begin{bmatrix} -\Pi \end{bmatrix} \begin{bmatrix} \zeta_i \\ \eta_i \end{bmatrix} + \begin{bmatrix} w_1 \\ w_2 \end{bmatrix} \sim N(0, W).
\]

(2.3)

Here, \( 0_{2M} \) is a 2M dimensional vector of zeros. The first component in \( z \) corresponds to the optical flow constraint equation [13]. The second component measures the smoothness of the apparent velocity along the contour line. Similar modeling of the measurement vector \( z \), in the context of optical flow estimation, can be found in [18]. The estimation \( \hat{U}_i \) of the apparent velocity \( U_i \) is given by the solution of the continuous Kalman filter (e.g., [12]). This result, along with \( \partial \mathcal{P} = \partial \mathcal{P}^\eta \), used as input control to the velocity model (2.1). As will be shown, this model further allows for detection and rejection of measurements which belong to image clutter.

Next, we present a 3D model-based estimation approach for image velocity. In the presence of detection mechanism of spurious measurements, this method allows for estimation of boundary position under occlusion. The latter subject is further elaborated in the next section. In the following, we consider the problem of tracking of shallow objects.

Under the assumption of a planar surface object, the projected velocity satisfies (e.g., [3])

\[
w_x = a_1 + a_2 x + a_3 y + a_4 x^2 + a_5 x y
\]

\[
w_y = a_1 + a_2 x + a_3 y + a_4 x y + a_5 y^2,
\]

(2.4)

where the scalars \( a_1, \ldots, a_5 \) are functions of the translation and angular velocities of the object in 3D space. Using \( \psi_{\xi} = [a_1, \ldots, a_5]^T \). Similar to image velocity model (2.2), we define the velocity parameter model as

\[
\frac{d}{dt} \psi_{\xi} = -c \psi_{\xi} + r \quad c > 0, \quad r \sim N(0, R),
\]

(2.5)

Here, the covariance matrix \( R \) is nondiagonal due to the dependence between the components of \( \psi_{\xi} \) (e.g., [3]). The measurement vector corresponding to (2.3) is given by

\[
\partial \mathcal{P} = \mathcal{P}^\eta = \begin{bmatrix} I_{1M} \\ 0_{2M} \end{bmatrix} \begin{bmatrix} \xi \cr \eta \cr \zeta \cr \eta \cr \zeta \cr \eta \end{bmatrix} \sim N(0, W),
\]

(2.6)

where

\[
H = -\Pi \begin{bmatrix} 1_M & \xi & \eta & 0_M & 0_M & \xi & \eta & \zeta & \eta \cr 0_M & 0_M & 1_M & \xi & \eta & \zeta & \eta & \zeta & \eta \end{bmatrix}.
\]

Here, \( 1_M \) is an \( M \) dimensional vector of ones, \( \xi, \eta, \zeta \sim \mathcal{N}(0, 1) \). In this model, we do not have a measure of velocity smoothness since the velocity model is already smooth. The state estimation of (2.5) and (2.1) is performed by the Kalman Filtering method, similar to state estimation in the original model (2.1) and (2.2).

The Kalman snake model (2.1) is also used for prediction of position [12]. In this case, the input control is given by \( \mathcal{P}^\eta = 0 \) and
\[
\hat{y}_{\text{vel}} = \hat{y}_{\text{vel}}',
\]
where \( \tau \) defines the latest estimation using system measurements (2.6) (in the prediction case, we assume \( \alpha = 0 \)).

### 2.2 Real Time Kalman Snake Model

Consider the Kalman filtering approach to the optical-flow constraint model (1.3) with velocity control (1.5). In the proposed model, the optical-flow constraint equation [13] and image-gradient \( \nabla I \) are treated as system measurements. Similar to (2.1), the system model is given by

\[
\frac{d}{dt} \begin{bmatrix} \dot{V} \\ \dot{t} \end{bmatrix} = \begin{bmatrix} O_{2M \times 2M} & I_{2M} \\ -\frac{1}{\mu} \Sigma - \frac{\beta}{\mu} \Psi \Psi^T \end{bmatrix} \begin{bmatrix} V \\ t \end{bmatrix} + \begin{bmatrix} 0_{2M} \\ \mu q \end{bmatrix} q \sim N(0,Q). \tag{2.7}
\]

The model assumes random acceleration with covariance \( Q \), which accounts for changes in image velocity. This term, which increases the covariance matrix of estimation by \( Qdt \) each time interval \( dt \) [12], has direct influence on the amount of smoothing along time [11]. As the eigenvalues of \( Q \) become larger, old measurements are given relatively low weight in the adjustment of state. This allows the system to adapt to changes in the target velocity. The entries of \( Q \) could be obtained from error analysis of motion measurements relative to the proposed model of motion (e.g., [17]), or from manual tuning to obtain proper convergence, in the presence of a given class of objects and motions [19]. The measurement vector satisfies

\[
z = \begin{bmatrix} \partial_P(V,t) \\ I \end{bmatrix} = \begin{bmatrix} u^p \\ -\Pi \dot{V} \end{bmatrix} \begin{bmatrix} 0_{2M} \\ w \end{bmatrix} w \sim N(0,W). \tag{2.8}
\]

Note that the velocity measurements result from first order approximation of the intensity preserving equation \( I(V, t + dt) = I(V - \dot{V} dt, t) \). The above estimation problem is solved by the Extended Kalman filter [12]. The state estimation of (2.7) is then given by

\[
\frac{d}{dt} \begin{bmatrix} \dot{V} \\ \dot{t} \end{bmatrix} = \begin{bmatrix} O_{2M \times 2M} & I_{2M} \\ -\frac{1}{\mu} \Sigma - \frac{\beta}{\mu} \Psi \Psi^T \end{bmatrix} \begin{bmatrix} \dot{V} \\ \dot{t} \end{bmatrix} - \frac{1}{\mu} \begin{bmatrix} O_{2M \times 2M} \\ I_{2M} \end{bmatrix} \partial_P(V,t) + K(\dot{V},t)(I(V,t) + \Pi \dot{V}), \tag{2.9}
\]

where, for

\[
H = \begin{bmatrix} O_{M \times 2M'} & -\Pi \end{bmatrix} \text{ and } L = \begin{bmatrix} L_1 \\ L_{12} \\ L_2 \end{bmatrix}, \tag{2.10}
\]

the covariance matrix of \( \dot{V}^T \dot{V}^T \), we have the Kalman gain matrix

\[
K(\dot{V},t) = LH^TW^{-1} = \begin{bmatrix} L_{12} \\ L_2 \end{bmatrix} \Pi^TW^{-1}. \tag{2.11}
\]

The covariance matrix \( L \) is given by the solution of the continuous matrix Riccati equation (e.g., [12]). Note that this equation is also function of the nonlinearity in \( \partial_P(V,t) \) [12]. As in the Batch mode model, measurements of the optical-flow constraint whose error exceed certain threshold and the corresponding components in \( \partial_P \), are considered to be spurious and, thus, are being ignored. In the absence of measurements, the position of snake points could be predicted based on the solution of the system model with \( u^p = 0 \) and \( K(V,t) = 0 \). We note, however, that, since the apparent velocity of a 3D object varies with position, good predictions could be obtained only in the case of a 3D translation motion which is parallel to image plane.

---

**Fig. 1.** Tracking results of the moving car with the velocity snake (after 19 frames) [20]: (a) Batch-Mode model, (b) Real-Time model, (c) original Kalman snake model [21].

**Fig. 2.** Tracking results of the waving hand with Real-Time Kalman snake: (a) frame 3, (b) frame 40, (c) original Kalman snake model [21].
3 ROBUST TRACKING IN A CLUTTERED ENVIRONMENT

The random estimation approach proposed in previous section provides a probabilistic framework for detection of spurious measurements. A measurement is treated as noise or spurious if the error in the measurement equation exceeds certain threshold. Usually, this threshold corresponds to low probability of measurements values. In this section, we use this method to detect and reject spurious measurements of velocity and potential field. This capability does not exist in existing active contour models (e.g., [21], [5], and [9]).

In the following, we limit the discussion to the case of the Real-time model. The results can be directly extended to the Batch-mode model. Consider the system model (2.7) and (2.8). We assume that the elements of \( I_t = [I_{1t} \ldots I_{mt}] \) are not correlated, i.e., \( W = \sigma I_M \) for some \( \sigma > 0 \).

Let \( V = [V_T^T, V_T^T]^T \) denote the system state, \( \hat{V} = [\hat{V}_T^T, \hat{V}_T^T]^T \) the estimated state, and \( L_t \) the corresponding covariance matrix. The velocity measurements are, by (2.8),

\[
z_i = I_{it} + \Pi I_t V + \eta_i, \quad \eta_i \sim N(0, \sigma^2), \quad i = 1 \ldots M,
\]

where \( \Pi_i \) is the \( i \)th row of \( \Pi \). Using (2.7), the discrete approximation of the prediction of state is

\[
\hat{V}^+ = \left( I_{4M} + \Delta \left[ \frac{\sigma_{2M} \alpha_{2M}}{2} \sum_i \gamma_i \Pi \hat{V}^+ \right] \right) \hat{V}^+ - \frac{\Delta^2}{\sigma^2} \left[ \frac{\sigma_{2M} \alpha_{2M}}{2} \right] \sigma^2 P(\hat{V}),
\]

where \( \Delta^2 \) denotes the sampling interval. The covariance matrix of \( \hat{V}, L^+ \), is computed in a similar manner [12]. The prediction of the velocity measurements are, by (3.1),

\[
\hat{z}_{i} = \Pi_{i}, \quad i = 1 \ldots M
\]

where \( \hat{z}_{i} \) and \( \hat{z}_{i} \) are only functions of the measurements of velocity and potential field at the \( i \)th sample \( u_j = (x_j, y_j) \). No other components of \( \partial P \) and \( I_1 \) along the contour affect these functions. Using this property, each measurement \( z_i \) can thus be examined separately. We assume that \( P(z_i) = N(z_i, \sigma^2) \) for \( i = 1, \ldots, M \). The validation region \( \Omega_i \) of each measurement \( z_i \) is defined as (e.g., [4])

\[
\Omega_i(\gamma) \triangleq \left\{ z_i : \left[ z_i - \hat{z}_{i} \right]^T S_i^{-1} \left[ z_i - \hat{z}_{i} \right] \leq \gamma \right\},
\]

where the value of \( \gamma \) relates to probability of detection \( P_d \) according to \( P_d = P(z_i \in \Omega_i(\gamma)) \). Within the proposed detection approach, all measurements associated with the \( i \)th point of the snake, \( u_i \), are rejected if the error in velocity measurement \( z_i \) exceeds the validation region \( \Omega_i \). Note that, since \( \sigma^2 P(u_i) \) uses the same gradient information of image intensity, it is rejected and replaced by zero value, which is the optimal estimator under zero mean assumption.

4 EXPERIMENTAL RESULTS

We demonstrated the performance of the proposed contour model by applying it to real image sequences with both rigid (car, mobile robot) and nonrigid (waving hands) objects. The initial contour lines were generated manually, forming a rough polygonal approximation to the object’s boundary. This task could be done automatically via ATR-based methods.

Prior to computation of image gradients and velocities, the image sequences were smoothed, both in space and time, by a Gaussian filter. In the proposed examples, we used a fixed Gaussian filter with \( \sigma = 2, \) both in space and time. The purpose of this prefiltering is to obtain reliable optical flow measurements [3]. The spatial derivatives of the images were calculated by applying a simple \( 3 \times 3 \) Sobel operator. We note that the smoothing operation, in general, causes bias in the optical-flow measurements. In our model, however, the detection mechanism is used to detect and reject measurements with large spurious bias which may appear in the presence of large boundary clutter.

The discretization in time of the differential equations was based on the implicit differencing approximation \( X_{n+1} = X_n + X_{n+1} \Delta t, \) where \( X_n \) and \( X_{n+1} \) are the state and the time-derivative of state at time step \( n \), respectively. This scheme was found to derive the most stable results. In order to understand the complexity of both algorithms, we counted the number of multiplications [11]. It follows that the Batch-Mode model contains about \( BM_{op} = 28M^2 + 16M^3 \) operations and the Real-Time about \( RT_{op} = 60M^2 \). For \( M = 15 \) (15 snake points), we have \( BM_{op} = 60,300 \) and \( RT_{op} = 13,500 \).

The parameters of the snake model \( \gamma \) and \( \mu \) were initialized using the scheme proposed in [20], which defines the limits on these parameters under which the system remains stable. These parameters and the ones of the noise components were then adjusted experimentally and were set to \( \gamma = 2, \beta = 30 \). The covariance matrix \( Q \) was set to a diagonal form with variance of 0.2 (pixels) to account for changes in velocity between successive frames. The resulting system was found to perform well in various of tracking scenarios. This task of parameter adjustment could be also done using the learning method proposed in [5].
The tracking algorithm of the Real-Time model is composed of the following steps. The Batch-Mode model was defined in a similar manner.

1) \( i = 0 \); Initiate (manually) contour position at image(i).
2) Initiate contour velocity based on image(i) and image(i + 1) using optical-flow measurements [20].
3) Perform prediction of velocity measurements \( \tilde{z}_i \) and \( z_i \) ((3.2) and (3.3)).
4) Reject spurious measurements outside the validation region \( \Omega_i ((3.4)) \).
5) Update the snake state using (2.9), excluding the rejected measurements.
6) \( i = i + 1 \); Sample a new measurement vector (2.8) based on image(i) and image(i + 1); Goto 3.

The tracking schemes were tested on the following image sequences which were sampled at video rate: a moving car (rigid body in noncluttered environment; 20 images), mobile robot (rigid body under occlusions; 90 images), waving hand (cluttered environment; 60 images), and nonrigid hand (nonrigid object; 30 images). The results are presented in Figs. 1, 2, 3, and 4. In Fig. 1a, we present the results of tracking the rigid car with the velocity snake model (1.3) and (1.4) [20]. The results with the real-time control (1.5) and the ones with the original snake model [21] are given in Figs. 1b and 1c, respectively [20]. The latter result illustrates the effect of the bias in the tracking scheme of the original model [20]. In Figs. 2a and 2b, we present the results of the Real-Time Kalman snake with detection threshold \( \chi = 1 \), after 3 and 40 images, respectively. In these figures "\( \chi \)" denotes snake points which were detected as spurious and "\( \chi \)" denotes the contour points in previous frame. It can be seen that most of the points that were detected to be spurious belong to regions with edges of image clutter. The tracking result with the original Kalman snake [21] is given in Fig. 2c. The poor results are due to the lack of detection mechanism of spurious measurements and due to the bias in tracking which increase the influence of nearby clutter edges. We note, however, that the proposed detection mechanism fails in the presence of small velocity measurements \( I_{vi} \) which are in the order of measurement noise. In this case, the spurious edges affect the tracking scheme as they do to the original snake model. In Figs. 3a, 3b, and 3c, we show the results of tracking the mobile robot under occlusion. In this case, we used the Batch-Mode model with the structured velocity (2.4). It can be seen from Figs. 3a and 3b that nearly all occluded points were detected as spurious. Furthermore, it is shown in Fig. 3b that the right side of the contour detected the reappearing edge and converged back to it. In a couple of places, due to measurement noise, the tracking scheme did not detect the occlusion in some places (Fig. 3b). The original Kalman snake could not cope with occlusions. In this case, the tracking contour switched to the occluding object. Finally, in Figs. 4a, 4b, and 4c, we show the tracking results of the Real-Time model in the presence of nonrigid motion of a hand. It is shown that the contour could track an object, which is characterized by varying motion along the object boundary. It is shown in Fig. 4c that edges within the moving object, if they exist in the vicinity of the object’s boundary, could attract the contour during tracking. As was noted, however, edges which do not belong to the object (and which do not have the same motion properties) do not have such influences.

5 CONCLUDING REMARKS AND FUTURE WORK

Using basic results in robust Kalman filtering, we proposed in this work a new Kalman filtering approach for the velocity snake, which uses image gradient and optical flow measurements along the contour, as system measurements. According to the proposed detection approach, velocity measurements which are not consistent with previous estimation of motion and the corresponding edge-based potential field measurements are rejected during the update step of the snake state. The proposed method was tested in tracking problems of both rigid and nonrigid objects, in the presence of occlusions and image clutter. It was shown that the velocity detection method allows detection of spurious measurements and occluded boundary points, thus improving the robustness of the tracking scheme.

In the work, we proposed two types of tracking methods: a Batch-Mode model, which uses estimates of image velocity at the contour position as an input control, and a Real-Time mode, which uses optical-flow measurements, along with measurements of image-gradient, as the system measurements. The former was found to derive better tracking results. The latter scheme, however, does not need separate estimation of image velocity and has similar results in case of low clutter background. Under a model-based estimation of motion, the Batch-Mode model demonstrated good tracking results of the object’s contour under high percentage of boundary occlusion. The quality of prediction could be further improved by applying more sophisticated models of image motion [19], [5]. This modeling may also prevent the active contour from converging to other contour edges which belong to the moving object, as we observed in the case of the nonrigid hand. The present form of the Real-Time model cannot cope with occlusions, as the projected velocity of the object varies with position.

In order to obtain reliable measurements of optical-flow and potential field, the image sequences were smoothed by applying a low-pass filter, both along space and time [3], [20], resulting in an effective motion which is in the order of one pixel [3]. Here, the term effective motion refers to the ratio between motion amplitude and the spatial correlation length between image pixels. According to this scheme, larger velocities will be needed for lower bandwidth.
prefiltering. Note that coarse-to-fine approximation of motion could be included within the proposed scheme, as is traditionally done in optical-flow estimation. Alternatively, one could predict the position \( \hat{V} \) of the estimated boundary and then sample the optical-flow measurements which relate to the error in velocity estimation, i.e.,

\[
\tilde{t} = \Pi (\hat{V} - V^t) + w,
\]

where \( \tilde{t} = I(\hat{V}^t, t + 1) - I(\hat{V}, t) \). In order for the error in velocity estimation to be in the order of one pixel, a Gaussian prefiltering should be applied with covariance matrix proportional to \( \hat{V}^2 \), the covariance of \( \hat{V} \). Due to the smoothing operation, the image-clutter, if exists, may cause for bias in the optical-flow measurements. This bias, which increases with image clutters, cause for error in the estimation of velocity. In the experiments we made, we found that the system could cope with clutter edges that are less or are in the order of the boundary characteristics. Larger biased measurements were determined to be spurious by an appropriate setting of detection threshold. The smoothing effect could be further improved if we instead used a direction-al-based measurements of velocity and image potential field. This topic is the subject of current research.
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